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An Efficient Unit-selection Method
for Concatenative Text-to-speech
Synthesis Systems
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This paper presents a method for selecting speech units
for polyphone concatenative speech synthesis, in which
the simplification of procedures for search paths in a
graph has accelerated the speed of the unit-selection
procedure with minimum effects on the speech quality.
The speech units selected are still optimal; only the costs
of merging the units on which the selection is based are
less accurately determined. Due to its low processing
power and memory footprint requirements, the method
is suitable for use in embedded speech synthesizers.
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1. Introduction

Polyphone or corpus-based concatenative
speech synthesis systems usually use exten-
sive speech corpora containing tens of hours
of recorded, sampled, segmented, and labeled
speech, and use memory of several gigabytes.
In such a corpus, each basic speech unit or each
speech segment constituting a specific series
of basic speech units or polyphones occurs re-
peatedly in various contexts and with different
prosodic characteristics [1].

Limitations in computational processing power
and memory footprint used in embedded sys-
tems affect the planning of the unit-selection
process. Therefore, often HMM-based solu-
tions are applied [2]. Selection of speech units is
the part of concatenative or corpus-based speech
synthesis that can exert the greatest influence on
the speed of the entire speech synthesis process.

It is necessary to find a favorable compromise
between the size of the speech corpus and the
computational complexity of the unit-selection
procedure [1]. If the unit-selection procedure is
very simplified and thus also very fast, selection
of units in a larger speech corpus can be per-
formed in the same amount of time. Oversim-
plification of the procedure can, however, result
in the selection of inappropriate speech units
and therefore reduce the speech quality despite
using a larger corpus. In contrast, choosing a
complex unit-selection procedure can ensure an
optimal unit selection, but because of time re-
strictions this can only be performed on a small
speech corpus.

The paper is structured in the following way.
In Section 2, unit-selection in polyphone con-
catenative speech synthesis is introduced as a
graph-search problem. An overview of unit-
selection methods is presented.

The unit-selection procedure with which we
succeeded in accelerating the speed of the pro-
cedurewithout significantly affecting the speech
quality is presented in Section 3. This is achieved
by simplifying the calculation of the concatena-
tion cost and thus creating the conditions en-
abling a specific structure of the algorithm to
find the optimal path in the graph.

Evaluation of the speed and the speech quality
of the proposed unit-selection procedures are
presented in Section 4.
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2. Unit-selection in Polyphone
Concatenative Speech Synthesis

The task of unit-selection procedures is to find
the most appropriate speech units in the cor-
pus such that they produce a maximum-quality
signal when merged.

Input data that the unit-selection procedure re-
ceives from language processing modules in the
speech synthesizer are sequences of phonemes
to be pronounced, whereby prosodic parame-
ters for the pronunciation of each phoneme are
provided. These parameters contain data on
the fundamental frequency and duration of the
phoneme pronunciation.

Output data that the unit-selection procedure
must convey to the module for concatenating
speech segments into a speech signal are se-
quences of specific fragments from the speech
corpus called polyphones, or the speech units
that the concatenationmodulewill have tomerge.
These sequences can also be equipped with
prosodic parameters for each fragment, which
enables the concatenating module to convert the
original prosodic parameters from the corpus
such that they resemble the desired prosodic
parameters to the greatest extent possible.

2.1. Search Graph for Finding the Optimal
Sequence of Speech Units

The problem of finding the optimal sequence of
recorded units for quality speech signal synthe-
sis can be presented as finding an optimal path
in a graph. This kind of presentation clearly
demonstrates the problem of selecting speech
units and, at the same time, enables the use
of recognized procedures for solving this prob-
lem. Each vertex of the graph represents a basic
speech unit from the speech corpus. The basic
speech segments may be allophones, diphones,
triphones, or any other basic speech unit. The
graph is divided into individual levels. The first
level contains the initial vertices; that is, all
basic speech units in the speech corpus that cor-
respond to the first basic speech unit in the input
character sequence that needs to be synthesized.

The edge between the vertices determines the
possibility of merging the basic speech units

represented by the connected vertices. In merg-
ing speech units, the unit of a higher-level vertex
chronologically follows the unit of the lower-
level vertex. This is why the edges between the
vertices are directed. The vertices are intercon-
nected such that each n-level vertex is connected
to all n+1-level vertices.

In this kind of graph, finding the optimal speech
unit sequence can be defined as finding the opti-
mal path between any initial vertex in the graph
(first level of the graph) and any final vertex in
the graph (last level of the graph), whereby the
edges between the graph’s vertices determine
the possible paths.

To start searching for the best path in the graph,
criteria expressing the final goal of the speech
unit selection must be defined as numeric rela-
tions between the data represented in the graph.
The final goal of the speech unit selection is
the maximum possible intelligibility and nat-
uralness of the synthetic speech. In general,
the following criteria have been implemented
to make the speech as intelligible and natural as
possible:

• The smallest possible number of speech
unit concatenations,

• The smallest possible discontinuity of con-
catenated units at the point of concatena-
tion,

Figure 1. Structure of the graph for finding the
optimal speech unit sequence; Ei

1 are the graph
initial-level vertices, Ei

N are the graph final-level
vertices.



An Efficient Unit-selection Method for Concatenative Text-to-speech Synthesis Systems 71

• The best fit between the concatenated
units’ prosodic features and the desired
speech prosody.

The first two criteria are evaluated by defining
the concatenation cost for every edge between
the vertices in the graph, whereas the last cri-
terion is evaluated by defining the cost of fit of
prosodic features for every vertex. The cost of
an individual path in the graph equals the sum
of the costs of vertices through which the path
runs plus the sum of costs of all the edges the
path contains. The optimal path in the graph is
the path with the lowest cost.

2.2. The Cost of Fit of Prosodic Features

The cost of fit of prosodic features expresses
the similarity or difference between the prosodic
features of a specific speech unit from the speech
corpus and the desired prosodic features of the
part of the speech signal that the speech unit
is to form. The required prosodic features can
be determined as in [3] and [4]. The cost of
fit of prosodic features usually consists of the
weighted result of comparing the speech unit
duration and its desired duration, and of the
weighted result of comparing the profile of the
speech unit basic frequency and the desired fun-
damental frequency profile. In most cases, the
ratio in which the unit’s duration and the fun-
damental frequency profile influence the cost is
determined experimentally.

In order to find the optimal speech unit sequence
in the graph, the cost of fit of prosodic features
is determined for each vertex. It is necessary
to calculate this cost for each vertex. Although
speech corpora can be very extensive, the calcu-
lation of the cost does not constitute a numeric
obstacle in finding the optimal path in the graph.

2.3. Concatenation Cost

A speech signal is formed by merging or con-
catenating speech units from the pre-recorded
speech corpus. During the process of merging,
audible speech signal discontinuities can occur.
We try to evaluate the influence of signal dis-
continuity on the speech quality through the cost
of concatenation.

There are several possible approaches to eval-
uating the influence of concatenation on the
speech quality. The simplestmethod is to define
the cost as “0” for concatenating speech units
that directly follow one another in the speech
corpus, and to define the cost as “1” for all
other speech unit combinations. The use of the
cost “0” in units that directly follow one an-
other in the speech corpus is logical because
they are already linked together and therefore
merging is not necessary. With the use of the
cost “1” in units that do not follow one another
in the speech corpus, all the concatenationswere
equally evaluated, regardless of the characteris-
tics of the units being merged. With this kind
of concatenation cost, the procedure for finding
the optimal speech unit sequence would select
the sequence with the smallest number of merg-
ers, regardless of the type of speech units.

A better evaluation of the influence of concate-
nation on speech quality is achieved if the cost of
speech unit merging depends on the allophones
that are concatenated. Similar to the previous
approach, the cost “0” is defined for themerging
of speech units that directly follow one another
in the speech corpus.

The most accurate evaluation of the influence
of concatenation on speech quality is achieved
by taking into account the phonetic features of
both unitsmergedwhen calculating the concate-
nation cost. In this, the differences in the fun-
damental frequency, formant frequencies, the
amplitude, noise factor, noise spectral features,
and so on can be taken into account. However,
it should be noted that the use of a large number
of parameters requires determination of a large
number of weights evaluating the influence of
the difference in every parameter on the cost
of merging. Determining these weights can be
very time-consuming and often includes long-
term experiments, empirical solutions, and sup-
positions. A great deficiency of this method of
determining the cost of merging is its numeric
complexity. With regard to the fact that con-
catenation costs are determined individually for
every pair of basic speech units from the speech
corpus, they are impossible to calculate in ad-
vance.

To solve this problem, we propose a compro-
mise solution that is considerably faster, and
nonetheless partly takes into account the pho-
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netic features of concatenated speech units, is
determining the concatenation cost in advance
for the individual groups of basic speech units
from the speech corpus. In this approach, all the
basic speech units in a speech corpus are clas-
sified into groups on the grounds of their pho-
netic features such that the speech units within
an individual group phonetically resemble one
another to the best extent possible. This is
achieved by using clustering techniques. The
concatenation costs are calculated and saved in
advance for all group combinations.

2.4. Related Work

The optimal path in the graph can be reliably
determined by graph traversal whereby all the
possible paths in the graph are examined and
the best one among them can be selected. The
number of possible paths between any initial
and final vertex of the graph depends on the
number of graph levels and the number of oc-
currences of the basic speech units in the speech
corpus.

Considering that a recording of a speech unit in
the speech corpus can occur several thousand
times and that input sequences can consist of
dozens of basic speech units, it becomes clear
that the number of possible paths in the graph
is very large. Therefore, not all of the possible
paths in the graph are investigated, but various
procedures are used to simplify and accelerate
the search. Some procedures preserve the op-
timality of the solution, whereas other sacrifice
optimality for the sake of faster operation.

The optimal sequence of speech units is deter-
mined by minimizing the cost that reflects a de-
crease in the quality of the synthesized speech
due to spectral differences, differences in the
phonetic environment, and mutual merging of
speech units. The system that was among the
first to use the selection of speech units of vari-
able length was the ATR ν-Talk [5]. In addi-
tion to all the parameters used up until then,
Hirokawa also suggested the use of prosodic
differences in selecting the optimal sequence of
speech units [6]. In this approach, synthesized
speech is created by concatenating the selected
speech units and changing their prosodic fea-
tures if necessary. The use of information on
prosody in the speech unit selection was pro-
posed by Campbell [7], [8].

The procedure for minimizing the sums of both
costs employs a search based on dynamic pro-
gramming or one of its derivatives such as A*.
Basic speech units or phonemes are usually used
as the basic search units. The existing systems
that synthesize speech by concatenating speech
segments from an extensive speech corpus use
this procedure most frequently. The CHATR
speech synthesis system was developed on the
basis of these methods [9].

By increasing the number of parameters used in
finding or selecting speech segments, the size
of the speech corpus has to be large enough.
With a sufficiently extensive speech corpus,
speech segments that resemble the required in-
put prosodic parameters of the segments can be
selected from it. In this case, it is not necessary
to change the prosodic features before merging
the selected speech segments [10].

Many recent studies that deal with improving
the procedures for searching and defining the
parameters were taken into account when cal-
culating the cost of segments [11], [12]. Model-
ing functions for calculating costs is a complex
issue.

In the selection of speech segments, search pro-
cedures can use additional labeling of segments
of various lengths that mark the critical parts
where concatenation could result in the poten-
tial distortion of the final speech signal [13].

Another approach to speech unit selection is the
use of static modeling: FSM [14], DCD [15],
GRM [16], [17], and Bulyko [18].

3. The Speech Unit Selection Method with
a Simplified Cost of Merging

This section proposes a new and simplified
speech unit selection method that is very fast
and thus appropriate for implementing the con-
catenative speech synthesizer in embedded sys-
tems.

The basic simplification in this method is that
the cost of merging two speech segments de-
pends only on the phonemes that are being
joined by merging. If merging is carried out at
the center of the phonemes, such as in diphonic
synthesis, the cost of merging for each phoneme
is defined in the center of the phoneme.
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If merging is carried out at the phoneme bound-
aries, the cost of merging must be defined for
all the sequences of two phonemes that can oc-
cur in speech. These costs of merging can be
defined in advance and are not calculated dur-
ing the synthesis. In addition to these costs of
merging, it is presumed that the cost of merging
equals “0” if the segments that are being merged
directly follow one another in the speech cor-
pus, regardless of the phonemes joined at the
concatenation point.

Figure 2. The costs of merging speech segments
are defined for the connections between the graph’s
vertices; k represents the level of the graph. The
costs of fit of the prosodic features are defined for
all of the graph’s vertices.

The graph used in speech unit selection is cre-
ated as described in the previous paragraph. It
comprises N levels, whereby each level corre-
sponds to exactly one basic speech segment in
the input sequence that is to be synthesized. At
level k of the graph, which corresponds to the
speech segment Sk, qk vertices are located; at
level k + 1, which corresponds to the speech
segment Sk+1, qk+1 vertices are located; and so
forth.

Every vertex Ei
k (1 ≤ i ≤ qk) at level k of

the graph represents a specific recording of the
speech segment Sk in the speech corpus. For
every vertex Ei

k, the cost of fit of the prosodic
features of the corpus speech segment repre-
sented by the vertex is also calculated, as well
as the required prosodies for the speech segment
Sk in the input sequence. This cost is labeled
CP(Ei

k). The vertices are connected by linking
every vertex Ei

k (1 ≤ i ≤ qk) at level k with
all the vertices Ej

k−1 (1 ≤ j ≤ qk−1) at level

k − 1. The cost of the connection between ver-
tices Ei

k and Ej
k−1 equals the cost of merging

the speech corpus segments represented by the
vertices. This is labeled CL (Ej

k − 1, Ei
k).

In finding the optimal path in the graph, it must
be established which path between any initial
vertex Ei

1(1 ≤ i ≤ q1) and any final vertex
Ei

N(1 ≤ i ≤ qN) of the graph has the lowest
cost.

The cost of the entire path is calculated by
adding the costs of merging or the costs of edges
between the vertices traversed (CL), and the
costs of fit of the prosodic features or the costs
of the vertices visited (CP). Thus, at every level
k (1 ≤ k ≤ N) of the graph, only one of the ver-
tices Ei

k (1 ≤ i ≤ qk) must be selected, or only
one of the speech segments in the speech cor-
pus that will be used in speech synthesis. This
vertex is labeledEx(k)

k . The cost of the optimal
path in the graph can be expressed as:

C = min
x(1),x(2)...x(N)

(
CP(Ex(1)

1 ) +
N∑

k=2

(
CP(Ex(k)

k )

+ CL(E
x(k)
k , Ex(k−1)

k−1 )
))

.

The cost of the optimal path as the function of
selecting a vertex x(k) at the individual level of
the graph is a decomposable function. If the
cost of the optimal path between the graph’s
initial vertices and the vertex Ei

k at level k of
the graph is labeled CO(Ei

k), and if the cost of
the optimal path between the graph’s initial ver-
tices and any k-level vertex is labeled Ck, the
following applies:

Ck = min
x(k)

(
CO(Ex(k)

k )
)

and

CO(Ei
k) =CP(Ei

k) + min
x(k−1)

(
CL(Ei

k, E
x(k−1)
k−1 )

+ CO(Ex(k−1)
k−1 )

)
.

It can be seen that the function of the cost can be
defined recursively or that the cost of the path to
vertex Ei

k at level k of the graph depends only on
the cost of the prosodic fit for vertex Ei

k and on
the costs of optimal paths to the vertices of the
previous level (CO(Ei

k−1)), to which the costs
of merging are added.
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In optimizing such a function, dynamic pro-
gramming can be used to find the optimal path
in the graph. This method simplifies the search
for the optimal path by dividing it into searches
for partial optimal paths for every level of the
graph.

In practice, the procedure is designed such that
four parameters are defined for every vertex of
the graph. The first, parameter I(Ei

k), is an in-
dex of the basic speech unit in the speech corpus
represented by the vertex. This parameter is al-
ready defined for the vertex at the start of the
procedure, when the graph is created. The sec-
ond parameter equals the cost of fit of prosodic
features CP(Ei

k), which is also calculated when
creating the graph. The third parameter equals
the lowest cumulative cost or the lowest cost
of the path between any initial vertex and the
current CO(Ei

k) vertex. This cost is calculated
during the optimal path calculation procedure.
The fourth parameter is an index of the vertex
P(Ei

k) from the previous level of the graph lo-
cated on the optimal path between the initial
vertices and the current vertex. This parame-
ter is also calculated during the graph search
procedure.

The procedure begins by defining the cost of fit
of the prosodic features of the same vertices for
the lowest cumulative cost of initial vertices:

CO(Ei
1) = CP(Ei

1), (1 ≤ i ≤ q1) .

In the initial vertices, the indicator of the vertex
from the previous level of the graph is set to “0”
because initial vertices have no precursor. Then
the lowest cost of the path to individual vertices
at the second level of the graph is defined:

CO(Ei
2)=CP(Ei

2)+
q1

min
j=1

(
CL(Ei

2, E
j
1)+CO(Ej

1)
)

,

(1 ≤ i ≤ qk).

In addition, the (j) index of the vertex at the
previous level of the graph located on this path
with the lowest cost is recorded. This procedure
is repeated sequentially for all remaining levels

of the graph:

CO(Ei
k) = CP(Ei

k) +
qk−1
min
j=1

(
CL(Ei

k, E
j
k−1)

+ CO(Ej
k−1)

)
,

(1 ≤ i ≤ q; 2 ≤ k ≤ N) (1)

The cost of the optimal path is the lowest among
the costs of optimal paths to individual final ver-
tices of the graph:

C =
qN

min
j=1

(
Co(E

j
N)
)

.

The optimal final vertex is the final vertex with
the lowest cumulative cost.

Figure 3. The costs of the optimal path to vertex Ei
k

depends on the costs of optimal paths to the vertices
at the graph’s previous level CO(Ei

k−1), the costs

of merging CL(E
j
k−1, E

i
k), and the cost of fit of the

prosodic features CP(Ei
k); k represents the level of

the graph.

After the procedure is concluded, the sequence
of vertices located on the optimal path is com-
piled by tracing in reverse the indices of vertices
at the previous levels of the graph P(Ei

k) that
were saved during the procedure.

With the simplification of the cost of merging
introduced in this procedure, the concatenation
costs can be determined in advance, so that the
cost of merging CL(E

j
k−1, Ei

k) depends only on
the type (phonetic group) of speech segments
Sk and Sk−1. This also means that all the costs
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of the edges between the vertices of the graphs
Ej

k−1 andEi
k are the same for any j and i. This

does not apply only if the speech segments rep-
resented by verticesEj

k−1 andEi
k, directly follow

one another in the speech corpus. In this case,
the cost of merging equals 0:

CL(Ei
k−1, E

j
k) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

CL(Sk−1, Sk);
I(Ej

k) − I(Ei
k−1) �= 1

0;
I(Ej

k) − I(Ei
k−1) = 1.

I(Ej
k) is the index or the consecutive site of the

speech segment represented by vertex Ej
k in the

speech corpus.

This means that the calculation of the lowest
cost of the path can be further simplified. The
recursive equation for calculating the lowest
cost of the path to vertexEi

k is shown in equation
(1).

Taking into account the simplifications above,
equation (1) can also be expressed as:

CO(Ei
k) = CP(Ei

k)

+
qk−1
min
j=1

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

CL(Sk−1, Sk) + CO(Ej
k−1);

I(Ej
k) − I(Ei

k−1) �= 1

CO(Ej
k−1);

I(Ej
k) − I(Ei

k−1) = 1.

CL(Sk−1, Sk) is always a positive number. There-
fore, equation (1) can also be expressed as:

CO(Ei
k) = CP(Ei

k)

+

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min
(
CO(EJ

k−1),
qk−1
min
j=1

CL(Sk−1, Sk) + CO(Ej
k−1)

)
,

if ∃J; I(Ei
k) − I(EJ

k−1) = 1

qk−1
min
j=1

(
CL(Sk−1, Sk) + CO(Ej

k−1)
)

,

otherwise

(2)

Because the calculation of the minimum in the
equation above does not depend on i, this calcu-

Figure 4. The costs of merging two speech segments
directly following one another in the speech corpus
equals 0; k represents the level of the graph. The
concatenation costs of all other segments depend
only on the type (group) of speech segments that are
being merged, and are therefore the same for all the
connections between two levels of the graph.

lation can be performed only once for all the ver-
tices incident to the same level Sk of the graph:

C′
O(Sk) =

qk−1
min
j=1

(
CL(Sk−1, Sk) + CO(Ej

k−1)
)

=CL(Sk−1, Sk) +
qk−1
min
j=1

(
CO(Ej

k−1)
)

Equation (2) can now be expressed as:

CO(Ei
k) =CP(Ei

k)

+

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

min
(
CO(EJ

k−1), C
′
O(Sk)

)
if ∃J; I(Ei

k) − I(EJ
k−1) = 1

C′
O(Sk)

otherwise

It can be established that, by using the unit-
selection procedure with the simplified concate-
nation cost described above, only one calcula-
tion of the minimum is required for every level
of the graph, and only one sum and one com-
parison for every vertex of the graph. The time
required to calculate the optimal path increases
almost linearly with the increase in the size of
the speech corpus.
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4. Evaluation

4.1. Computational Cost

Twoversions of embedded concatenative speech
synthesis for Slovenian using twodifferentmeth-
ods for selecting speech units were compared
according to synthesized speech quality (sub-
jective evaluation) and computational speed (ob-
jective evaluation). The underlying speech cor-
pus, which was used in both experiments, is
described in [19]. It consists of 299 sentences,
which were selected by a greedy algorithm out
of a corpus comprising 2 million sentences.
They cover the most frequent collocations,
words, quadphones and triphones of the Slove-
nian language.

The first version used a unit-selection method
with a simplified cost of merging described
to select speech units described in Section 3,
while the second used the widely-used simpli-
fied search method for speech unit selection [6],
which does not search through all the possible
paths in the graph, but limits itself only to the
most promising ones. Using the secondmethod,
the quality of synthesized speech was slightly
lower than the quality of the synthesized speech
in the first procedure.

The search time in both speech unit selection
methods increases linearly with the length of the
utterance that is to be synthesized, and also lin-
early with the size of the speech corpus, which
is an improvement compared to traditional pro-
cedures for finding paths in the graph used in
speech unit selection of concatenative or corpus
speech synthesis. As anticipated, both meth-
ods operated increasingly more slowly when in-
creasing the sentence size for which they were
seeking the segments required for synthesis.

The simplified search method for speech unit
selection is faster than the speech unit selec-
tion method with a simplified cost of merging
described in Section 3 because it is less com-
plex. As shown in Figure 5, it can find segments
for synthesizing shorter utterances twice as fast,
and segments for longer sentences four times as
fast.

Figure 5. Comparison of computational speed for
two unit-selection search methods. As anticipated,
the simplified search method for speech unit se-
lection [6] is faster than the speech unit selection
method with a simplified cost of merging described
in Section 3 because it does not search through all
the possible paths in the graph, but limits itself only
to the most promising ones. The search speed in-
creases with the length of the sentence for which the
procedure must find a suitable speech unit sequence
in the speech corpus.

4.2. Subjective Evaluation

Over recent years, various guidelines have been
proposed for evaluating the quality of text-to-
speech systems. Yet there are still no existing
standards for their evaluation, although a num-
ber of different methods have been tried and it
has been pointed out that the test results they
yielded were often inconsistent [20].

The proposed method for polyphone concatena-
tive speech synthesis was tested on an embed-
ded device developed for this purpose [19]. A
synthesizer for Slovenian speechwas embedded
into an automatic system for providing informa-
tion on honey yields at apicultural observation
points.
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The adequacy of the resulting synthesized
speech was evaluated in terms of acceptabil-
ity and intelligibility. The experiment was per-
formed in laboratory conditions with 51 test
subjects. It was designed according to ITU-
T Recommendations P.81 and P.85, describing
methods for subjective performance assessment
of the quality of voice output devices. The eval-
uators were selected from a wide range of pro-
fessional backgrounds, and they were in general
not familiar with synthetic voice quality. The
test was divided into two sessions, neither last-
ing more than 20 minutes, in order to reduce
the fatigue of the evaluators. Each test speech
segment was presented only once.

The first part served to evaluate whether the
intelligibility and the quality of the synthetic
speech were sufficiently high for a real appli-
cation of the system in a potential embedded-
system application, simulating spoken informa-
tion on honey yields at apicultural observation
points provided by an embedded application in a
mobile communicator. The subjects were asked
to fill in different application-specific templates
based on the information they heard. Each mes-
sage consisted of a fixed part, which was spe-
cific to the task, and a variable part, which was
different in all the produced messages. The in-
telligibility, when spelling errors are ignored,
was nearly 100%. Over 95% of the listeners es-
timated that the embedded TTS system imple-
mentation was mature enough for deployment
in the given application domain.

In the second part of the test, the performance of
the TTS system was evaluated by the same lis-
teners with grades on a five-point MOS (Mean
Opinion Score) scale. The listeners were asked
to evaluate the overall quality, intelligibility,
naturalness, and voice pleasantness.

The overall quality of the speech synthesizer
was evaluated as 3.2, or “fair,” which corre-
sponds to the overall quality of evaluations of
state-of-the-art embedded speech synthesizers
for other languages that usually receive grades
of approx. 3.5 on the MOS scale.

The majority of the test subjects evaluated the
synthetic speech as pleasant and quite natural-
sounding, appropriately dynamic and fast and
not over-articulated.

5. Conclusions

Limitations in computational processing power
and memory footprint used in embedded sys-
tems affect the planning of the unit-selection
process. This article presents a new method for
selecting speech units in polyphone concatena-
tive speech synthesis, in which simplifications
of procedures for finding the path in the graph
increase the speed of the speech unit-selection
procedure with minimum effects on the speech
quality. The units selected are still optimal; only
the costs of merging the units on which the se-
lection is based are less accurately determined.
Further evaluations, in terms of measuring com-
putational speed and assessment of the result-
ing speech quality by comparing the proposed
method to other speech unit selection methods,
are planned in future.

Due to its low computational speed and memory
footprint requirements, the method is suitable
for use in embedded speech synthesizers.
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