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Business processes are usually defined by business 
experts who require intuitive and informal graphical 
notations such as BPMN (Business Process Manage-
ment Notation) for documenting and communicating 
their organization activities and behavior. However, 
BPMN has not been provided with a formal semantics, 
which limits the analysis of BPMN models to using 
solely informal techniques such as simulation. In order 
to address this limitation and use formal verification, 
it is necessary to define a certain “mapping” between 
BPMN and a formal language such as Concurrent Se-
quential Processes (CSP) and Petri Nets (PN). This 
paper proposes a method for the verification of BPMN 
models by defining formal semantics of BPMN in 
terms of a mapping to Time Petri Nets (TPN), which 
are equipped with very efficient analytical techniques. 
After the translation of BPMN models to TPN, verifi-
cation is done to ensure that some functional properties 
are satisfied by the model under investigation, namely 
liveness and reachability properties. The main advan-
tage of our approach over existing ones is that it takes 
into account the time components in modeling Busi-
ness process models. An example is used throughout 
the paper to illustrate the proposed method.
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1. Introduction

Business process modeling (BPM) is an ap-
proach to describe the way organizations con-
duct current or future business processes. It is 
a fundamental prerequisite for any organization 
that wishes to be engaged in business process 
improvement or business process management 
initiatives (BPMI) [1]. Usually, process mod-
els describe in an informal graphical way the 
activities, events, dataflow and control flow 

logic that constitute a business process. There-
fore, business process models are considered 
essential for the analysis and design of process 
aware information systems, organizational doc-
umentation and re-engineering as well as for 
service oriented architecture implementation 
and enterprise application integration [1]. All 
these features make it possible for an organiza-
tion to align internal business operations with 
its business strategy and customer needs, and 
helps managers determine the right way to di-
rect, monitor and measure company resources. 
In other words, business process management, 
if properly implemented, is a powerful means 
for reducing costs, enhancing efficiency and 
productivity, and minimizing errors and risks. 
Given the numerous benefits and advantages 
of business process modeling, the challenging 
question for organization remains how to cre-
ate correct, strong, and yet flexible, business 
processes. This could not be answered without 
conducting two essential steps. On one hand, 
adequate languages should be adopted for mod-
eling business processes in terms of the organi-
zation’s structure, constraints and behavior. On 
the other hand, the resulting models should be 
analyzed and verified to make sure that some 
desirable (respectively undesirable) properties 
are (respectively are not) satisfied. 
One of the languages proposed in literature to 
model business processes, is the Business Pro-
cess Modeling Notation (BPMN 2.0) [2]. It is 
an adopted standard in both academia and in-
dustry that was designed to provide a graphi-
cal notation for XML-based business process 
languages, like Business Process Execution 
Language (BPEL) [3]. Business analysts can 
take advantage of this feature to automatically 
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generate executable BPEL code from BPMN 
graphical models [4] using some tools such as 
bpmn2bpel eclipse plugin [5].
Unfortunately, BPMN is informal and leaves 
room for ambiguities, inconsistencies (exis-
tence of superfluous attributes, deviations be-
tween process definition and its execution se-
mantics...) [6] and misinterpretations of several 
concepts (lifecycle, interruptions, expression 
evaluation, and completion of processes…) [7]. 
Hence, business process model analysis is con-
sidered a critical step in BPM’s life cycle. It is 
closely related to the modeling phase where the 
use of intuitive languages as BPMN is highly 
sought by business experts. Currently, there are 
several implementations of BPMN, but the one 
developed by BPMI and adopted by the OMG 
specification does not have a formal semantics. 
The formal semantics helps us avoid undesired 
situations as well as control flow anomalies 
(livelock, deadlock, dead activities or paths…). 
In order to analyze BPMN diagrams formally, 
we have to extract a formal model that respects 
the specifications on which the initial model was 
based. Usually, we define a “mapping” from the 
graphical notation to a formal language such as 
Communication Sequential Processes (CSP) or 
Petri Nets (PN). If we consider CSP as a target 
language, we will have to deal with some syn-
chronization mechanisms defined within one 
participant (one pool) that are not necessarily 
needed in a functional analysis. On the other 
hand, standard Petri nets lack temporal aspects 
that are required for a more complete analysis 
of distributed systems.
In this paper, we basically propose a method for 
the verification of BPMN models by defining 
the formal semantics of BPMN in terms of a 
mapping to Time Petri Nets (TPN). The reason 
we have chosen TPN (in which time is asso-
ciated to transitions) among other semantics 
(Place-TPN, Arc-TPN) is that transitions de-
termine the elapsed time and it is more natural 
to associate time to transitions. Transitions rep-
resent activities which normally take time. Af-
ter the translation of BPMN models into TPN, 
verification is done to ensure that some func-
tional properties are satisfied by the model un-
der investigation. Contrary to existing mapping 
methods found in literature, our method takes 
into consideration the time concepts in BPMN 
models and defines the fundamental verifica-

tion properties, such as liveness and reachabil-
ity.
The remainder of this paper is organized as fol-
lows. The next section proposes the work re-
lated to our approach. Section 3 presents the 
technical background needed for the rest of the 
paper; it is divided into two major parts. The 
first one introduces a core subset of BPMN el-
ements, explores some problems found in the 
standard, and presents a formal definition of 
time based on the abstract syntax defined in 
[8]. The second one captures the essence of 
the Time Petri net language which constitutes 
a pre-requisite for the next sections. Section 3 
presents our contribution to the analysis and 
the verification of BPMN models by proposing 
a formal mapping from BPMN to Time Petri 
Nets. Section 5 proposes a new algorithm for 
the reachability analysis of TPN. The latter 
is inspired by the algorithm introduced in [9] 
which verifies the executability of transitions in 
Timed Automata (TA). In our case it will help 
us detect control flow anomalies such as dead 
paths (dead transitions). Section 6 concludes 
the paper and presents future work.

2. Related Work

Many methods found in literature have ad-
dressed the problem of defining a formal se-
mantics for BPMN. Dijkman et al. in [8] have 
proposed a formal semantics of BPMN defined 
in terms of a mapping to Standard Petri nets. 
The proposed mapping has been implemented 
as a tool that generates PNML (Petri Net 
Markup Language) code. The latter could be 
verified by ProM tool. 
Another proposal was made in [10] by Wong 
and Gibbons in which the authors used CSP‘s 
semantics to principally map participants 
(pools) to CSP processes and actions. These 
CSP processes are analyzed by FDR tool to de-
tect dead and live locks. 
Another interesting contribution was intro-
duced in [11] where the authors opted for a BP-
MN-YAWL mapping to check functional prop-
erties. YAWL has been chosen to overcome 
some limits found in BPMN-PN mapping. In 
fact YAWL has introduced The “nofi” activity 
to denote the multi-instance activities and the 

tor V = (v1, v2, …, vn) and a rational number  
d ∈ +, we define the sum of V and d (written  
V + d) as a vector V2 obtained by adding d to 
each element in V; i.e., V2 = V1 + d = (v1 + d,  
v2 + d, …, vn + d). We denote V1 ≥ V2 if V3 
= V1 – V2 and V3 ≥ 0 (i.e for i = 1, …, n,  
v1i – v2i ≥ 0)

3.2. Business Process Management 
Notation (BPMN)

3.2.1. General Notions

BPMN is an emerging modeling method for 
business people. It has received a lot of inter-
est and support from academia, industry and 
tool vendors as an open standard for modeling 
business processes. Besides being one of the 
most recent modeling notations standardized 
by OMG and BPMI, BPMN is considered us-
er-friendly to all organization stakeholders 
(managers, analysts, developers…) and allows 
a business process to be modeled with a single 
diagram type, avoiding the fragmentation prob-
lem inherent in other modeling languages like 
UML. As such, BPMN also helps improve and 
facilitate communication between business pro-
cess stakeholders (managers, analysts, devel-
opers…). Processes are represented in BPMN 
using constructs that can be grouped into four 
categories: flow objects (events, activities, and 
gateways), connection objects (control flow, 
message flow and associations), artefact objects 
(data objects, data stores, data input and data 
output) and swim lanes (pools and lanes within 
pools), as illustrated in Figure 1. Events can be 
partitioned into disjoint sets of start events, in-
termediate events and end events. Intermediate 
events can be further partitioned into disjoint 
sets of intermediate message events, interme-
diate time events and intermediate error events. 
A start event is used to indicate the start of a 
process while an end event represents the end 
of a process. An intermediate event is basically 
something that might happen during the execu-
tion of a process.
An activity is either a task or a subprocess that 
can be used to provide some business service, 
wait for a message from another participant, or 
send a message to another participant [14]. A 
gateway is a connector used to control sequence 

Adhoc subprocesses. In [12], Ouyang et al. 
present a mapping to BPEL in order to facili-
tate the execution of the BP diagrams. Unfortu-
nately, all the aforementioned methods have not 
included the time dimension in their analysis. 
In this paper, the approach we propose takes 
into consideration the time concepts in BPMN 
models and proposes a formal semantics of 
BPMN defined in terms of a mapping to Time 
Petri Nets (TPN) which are equipped with very 
efficient analytical techniques

3. Background

This section introduces the specification mod-
els used in this paper, namely BPMN and 
TPN. It also presents some problems found in 
the BPMN standard as well as a formal defi-
nition of time that will help us constitute the 
BPMN-TPN mapping explained in Section 3. 
Throughout this section we use simple exam-
ples to illustrate these two modeling languages.

3.1. Preliminaries

The following notations and definitions are 
used to present the rest of this paper.  denotes 
the set of natural numbers while + is used for 
 \{0}. + denotes the set of non-negative ra-
tional numbers while + stands for the set of 
non-negative real numbers. C denotes the set of 
all possible conditions. A condition is a bool-
ean function operating over a set of proposi-
tional variables. It is assumed that a condition 
evaluates to true or false [8]. A vector of nat-
ural numbers is a collection V = (v1, v2, …, vn), 
where n ∈  and vi ∈  for i = 1, …, n; n is 
called the cardinality of V. For two vectors V1 
= (v11, v12, …, v1n) and V2 = (v21, v22, …, v2n) 
of cardinality n, we define the subtraction of 
V2 from V1 (written V1 – V2) as a vector V3 of 
cardinality n, obtained by subtracting each ele-
ment in V2 from its pair-wise element in V1; i.e.,  
V3 = V1 – V2 = (v11 – v21, v12 – v22, …, v1n – v2n). 
Similarly, the sum of two vectors V1 = (v11, v12, 
…, v1n) and V2 = (v21, v22, …, v2n) of cardinality 
n, written V1 + V2, is a vector V3 of cardinal-
ity n, obtained by adding each element in V2 to 
its pair-wise element in V1; i.e., V3 = V1 + V2  
= (v11 + v21, v12 + v22, …, v1n + v2n). For a vec-
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flows. We distinguish between multiple types 
of gateways: an AND-split gateway is used to 
create parallel flows and an AND-join gate-
way is used to synchronize incoming parallel 
flows [14]. A XOR data-based gateway defines 
a set of alternative paths; each of them is as-
sociated with a conditional expression [14]. 
Based on this condition, only one path can be 
taken during the execution of the process [14]. 
Conditions can be based either on data-base en-
tries or on external events [14]. An exclusive 
merge gateway is used as a merge for alterna-
tive sequence flows. Finally, an inclusive merge 
gateway synchronizes all tokens produced up-
stream. Sequence flows determine the execu-
tion order between two objects in the same pool 
[14]. However, message flows represent mes-
sage exchange between two objects in different 
pools.

While a start message event indicates that a 
message arrives from a pool (participant) and 
triggers the start of the process, an end message 
event represents the fact that a message is sent 
to another participant at the end of the process 
[14]. An intermediate message event indicates 
that a message arrives from or is sent to a par-
ticipant during the process execution [14]. A 
timer event indicates a specific time-date being 
reached. An error message is for error handling. 
If the error is part of a normal flow, it throws 
an error; if it is attached to the boundary of an 
activity, it catches the error [14]. The behavior 
of a process could be described by tracking the 
path(s) of a token through a process [14]. A 
token, in BPMN, is an abstract object that tra-
verses the sequence flow passing through the 
objects of the process [14].

An example of BP is shown in Figure 2. It rep-
resents the visa application process with two 
participants, namely the visa applicant and 
the visa application center. The process goes 
through the following steps:

1. The process is triggered by the arrival of 
a visa application folder (in the form of a 
message sent by the visa applicant). The 
visa application folder contains all the re-
quired documents (passport, visa applica-
tion form…)

2. To facilitate the tracking of the visa appli-
cation, the front office must scan and in-
tegrate the requested documents in the In-
formation System (IS) within a maximum 
period of one day.

3. Once the documents are present in the sys-
tem, the back office starts processing the 
visa application by verifying the presence 
of all requested documents, financial sta-
tus, social status… The verification dura-
tion cannot exceed 13 days.

4. If the applicant is accepted, the back of-
fice starts printing the visa on the passport 
within a maximum period of one day. Oth-
erwise, the visa application center has to 
inform the applicant that he/she is refused. 
The visa processing time cannot exceed 15 
days, whether the applicant is accepted or 
rejected.

Despite the richness and the simplicity of its 
graphical notation, BPMN (1.0 and 2.0) has 
always been subject to much criticism relative 
to its lack of formal semantics. In fact, BPMN 
suffers from many problems that limit the mod-
el’s verification to informal techniques such as 
simulation. We focused in this paper on some 
problems that are related to the flow control 
analysis [7]. These problems are detailed in the 
following:

 ● Lack of state representation: BPMN re-
mains unable to model state-related as-
pects of business processes. Therefore, 
some functional properties such as live-
ness and reachability cannot be verified on 
the BPMN model unless it is mapped to 
another formal language that supports state 
modeling, e.g. Time Petri Net.

 ● Weak conceptual support for essential no-
tions such as concurrent process communi-
cation/interaction, resources… [7].

 ● Lack of important attributes: BPMN lacks 
attributes in the specification, which plays 
an important role in flow control analysis,  
e.g. BPMN standard should add the acti-
vation time attribute in the activities and 
timer properties in order to obtain more 
complete analysis.

Other problems related to artefacts, swimlanes 
and connection objects can be found in [7] and 
[6].

Figure 1. A core subset of BPMN elements [13].

Figure 2. A simple visa application processing Process System modeled in BPMN.
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e.g. BPMN standard should add the acti-
vation time attribute in the activities and 
timer properties in order to obtain more 
complete analysis.

Other problems related to artefacts, swimlanes 
and connection objects can be found in [7] and 
[6].

Figure 1. A core subset of BPMN elements [13].

Figure 2. A simple visa application processing Process System modeled in BPMN.
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3.2.2. Formal Definition of Time in BPMN

Time in BPMN is defined through TimerEvent-
Definition [2] element which has three attrib-
utes that are mutually exclusive. These attrib-
utes are timeDuration (TiDur), timeDate (TiDat) 
and timeCycle.
Based on the abstract syntax of BPMN notation 
given in [8], we can formalize Time in BPMN 
by adding a new function called “Tim” that 
assigns to each timer a time duration. Conse-
quently, we can define the BPMN Core BPMN 
Process as follows:
Definition 1. (Core BPMN Process): A core 
BPMN process is a tuple P = (OP, FP, CondP, 
ExcpP, TimP) where [8]:

 ● OP is a set of flow objects which can be 
partitioned into disjoint sets of activities 
AP, events EP, and gateways GP, [8]

 ○ AP can be partitioned into disjoint sets 
of tasks TP and subprocess invocation 
activities SP, we denote R

P PT T⊆  the set 
of receive tasks, [8]

 ○ EP can be partitioned into disjoint sets 
of start event S

PE , intermediate events 
I
PE  and end events E

PE , we denote 
ST S
P PE E⊆  the set of timer start events. 
I
PE  can be partitioned into disjoint sets 

of intermediate message events IM
PE , 

intermediate timer events IT
PE , and in-

termediate error events IR
PE  [8]. 

 ○ GP can be partitioned into disjoint sets 
of parallel fork gateways F

PG , parallel 
joint gateways J

PG , data-based XOR de-
cision gateways X

PG , event-based XOR 
decision gateways V

PG , and XOR merge 
gateways M

PG  [8], 

 ● P P PF O O⊆ ×  is the control flow relation, 
i.e. a set of sequence flows connecting ob-
jects [8], 

 ● CondP: ( )X
P P PF G O C∩ × →  is a function 

which maps sequence flows emanating 
from data-based XOR gateways to condi-
tions [8],

 ● ExcpP: I
P PE A→  is a function which as-

signs an activity to an intermediate event 
such that the occurrence of the event sig-

nals an exception and thus interrupts the 
performance of the activity [8].

 ● TimP: { }IT ST
P PE E α+∪ → ∪  is a func-

tion assigning a positive rational number 
or the symbol α to a timer event. The posi-
tive rational number represents the timer’s 
duration. The latter specifies the time to 
be elapsed before the timer gives the flow 
control to its successor. We denote Tiact 
the instant the timer was last activated.

The timer duration can be static or dynamic: it 
is static when timeDuration attribute is set, oth-
erwise it is dynamic. In this case it is calculated 
in two ways:

 ● If timeDate attribute is set, then TiDur  
= TiDat – Tiact

 ● If timeCycle attribute is set, then TiDur  
= Tinext-trigger – Tiact where Tinext-trigger is the 
next time the timer will trigger

If TiDur ≥ 0 then TimP returns a rational num-
ber, otherwise it returns α which means that the 
timer no longer has an impact on the control 
flow.
A core BPMN process P is a directed graph 
with nodes (objects) OP and arcs (sequence 
flows) FP. For any node x ∈ OP, input nodes 
of x are given by in(x) = {y ∈ OP | yFPx} 
and output nodes of x are given by out(x) = 
{y ∈ OP | xFPy} [8].

3.3. Time Petri Nets (TPN)

Petri nets were proposed in 1962 by Carl Adam 
Petri [15] as a modeling formalism to be used 
in computer science, system engineering and 
many other disciplines [16]. Petri nets combine 
a well defined mathematical theory and tool 
support with a graphical representation for a 
precise modeling and analysis of system behav-
ior [16]. Nevertheless, Petri nets were initially 
proposed as a formal language with no con-
cept of time or probability. However, for many 
practical applications (in particular time criti-
cal systems), time is a mandatory aspect that 
designers should take into account to analyze 
correctly the behavior and performance of their 
distributed information systems. To cope with 
timing behavior of distributed information sys-
tems, time Petri nets [17] have been proposed 

as an extension of standard Petri nets by add-
ing clocks and timing constraints to transitions 
in order to help describe and analyze properly 
time dependent systems. Time Petri nets are 
obtained from standard Petri nets by simply 
associating a firing time interval [a, b] to each 
transition t, where a and b are rational numbers 
such that 0 ≤ a ≤ b and a ≠ ∞. The times a and 
b, for a transition t, are relative to the moment at 
which t was last enabled; they are referred to as 
the earliest firing time and the latest firing time 
of t, respectively.
Formally, a time Petri net [17] is defined as a 
7-tuple Y = (P, T, F, W, M0, fS) where :

 ● P = {p1, p2, ..., pm} is a finite non-empty 
set of places ;

 ● T = {t1, t2, ..., tn} is a finite non-empty set 
of transitions, where P ∩ T = ∅;

 ● F ⊆ (P ´ T ) ∪ (T ´ P) is the set of arcs that 
connect transitions and places. Two types 
of arcs are usually used to connect places to 
transitions: usual arcs are denoted by small 
arrow next to transitions and inhibitor arcs 
are marked by a small circle next to tran-
sitions. Let •t = {p ∈ P et pFt} (resp t• = 
{p ∈ P et tFp}) be the set of pre-places 
(resp post-places) of t.

 ● W: (P ´ T) ∪ (T ´ P) → + is the weight 
function for the directed arcs of Y. This 
function is very important for the execu-
tion of the Petri net, as will be explained 
later. For a transition t, we use W(•t) to de-
note the vector of tokens required to fire 
the transition t. Similarly, we use W(t•) to 
denote the vector of tokens produced by 
firing the transition t. Formally, W(•t) =  
áW(p1, t), W(p2, t), …, W(pm, t)ñ and W(t•) = 
áW(t, p1), W(t, p2), …, W(t, pm)ñ.

 ● M0 ∈ m is the initial marking of Y, which 
indicates the initial configuration of the 
Petri net at the beginning of its execution.

 ● fs: T → + ´ + ∪ {∞} is the function that 
associates each transition to a firing time 
interval. For any transition t ∈ T, we write 
fs(t) = (l, u) where l is the earliest firing 
time of t (denoted by eft(t)), whereas u is 
the latest firing time (denoted by lft(t)); if 
u is infinite, then the transition is said not 
to have a latest firing time.

In order to study the dynamic behavior of TPN, 
we need to define its operational semantics. 
Such semantics is given by a state transition 
system obtained by using the concepts of mark-
ing, state and firing of transitions. 
A marking M of a TPN is basically a vector 
of natural numbers that tells us how many to-
kens each place holds. Tokens are a primitive 
concept for Petri nets in addition to places and 
transitions. The presence or absence of a token 
in a place can indicate, for instance, whether a 
condition associated with this place holds or not 
[16]. The number and position of tokens may 
change during the execution of a Petri net. For 
a marking M in P, M(p) is used to denote the 
number of tokens in place p. A state of a TPN 
is given by (M, V), where M is a marking and 
V: T → + ∪ {ω} is a valuation such that each 
value V(t) is the time elapsed since the transi-
tion t was last enabled. V(t) is considered as a 
clock associated with the transition t. The tran-
sition is said to be disabled if there exists p in 
P such as M(p) < W(p, t), in this case the clock 
remains off (V(t) = ω). V0 is the initial valuation 

with { 0
0

0 ( )( ) otherwiseω
M W tV t •≥=  for each transi-

tion t in TPN. Using the concept of state, the 
execution of a TPN can be stated as follows. A 
Petri net is executed by firing enabled transi-
tions, following these two rules:

 ● Enabling rule: A transition t is enabled in a 
state (M, V) if each input place p of t con-
tains at least the number of tokens equal to 
the weight of the directed arc connecting p 
to t (i.e. M(p) ≥ W(p, t) for any p in P). If 
an inhibitor arc connects an input place p 
to transition t, then enabling of transition t 
also requires the input place p not to have 
W(p, t) tokens. As soon as t becomes en-
abled, V(t) is set to 0; otherwise it remains 
ω.

 ● Firing rule: A transition t is ready to fire if 
it is enabled and eft(t) ≤ V(t) ≤ lft(t), and 
such firing consists of removing from each 
input place p of t the number of tokens 
equal to the weight of the directed arc con-
necting p to t, and adding in each output 
place p' of t the number of tokens equal to 
the weight of the directed arc connecting 
t to p'. In other words, the firing of an ex-
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3.2.2. Formal Definition of Time in BPMN

Time in BPMN is defined through TimerEvent-
Definition [2] element which has three attrib-
utes that are mutually exclusive. These attrib-
utes are timeDuration (TiDur), timeDate (TiDat) 
and timeCycle.
Based on the abstract syntax of BPMN notation 
given in [8], we can formalize Time in BPMN 
by adding a new function called “Tim” that 
assigns to each timer a time duration. Conse-
quently, we can define the BPMN Core BPMN 
Process as follows:
Definition 1. (Core BPMN Process): A core 
BPMN process is a tuple P = (OP, FP, CondP, 
ExcpP, TimP) where [8]:

 ● OP is a set of flow objects which can be 
partitioned into disjoint sets of activities 
AP, events EP, and gateways GP, [8]

 ○ AP can be partitioned into disjoint sets 
of tasks TP and subprocess invocation 
activities SP, we denote R

P PT T⊆  the set 
of receive tasks, [8]

 ○ EP can be partitioned into disjoint sets 
of start event S

PE , intermediate events 
I
PE  and end events E

PE , we denote 
ST S
P PE E⊆  the set of timer start events. 
I
PE  can be partitioned into disjoint sets 

of intermediate message events IM
PE , 

intermediate timer events IT
PE , and in-

termediate error events IR
PE  [8]. 

 ○ GP can be partitioned into disjoint sets 
of parallel fork gateways F

PG , parallel 
joint gateways J

PG , data-based XOR de-
cision gateways X

PG , event-based XOR 
decision gateways V

PG , and XOR merge 
gateways M

PG  [8], 

 ● P P PF O O⊆ ×  is the control flow relation, 
i.e. a set of sequence flows connecting ob-
jects [8], 

 ● CondP: ( )X
P P PF G O C∩ × →  is a function 

which maps sequence flows emanating 
from data-based XOR gateways to condi-
tions [8],

 ● ExcpP: I
P PE A→  is a function which as-

signs an activity to an intermediate event 
such that the occurrence of the event sig-

nals an exception and thus interrupts the 
performance of the activity [8].

 ● TimP: { }IT ST
P PE E α+∪ → ∪  is a func-

tion assigning a positive rational number 
or the symbol α to a timer event. The posi-
tive rational number represents the timer’s 
duration. The latter specifies the time to 
be elapsed before the timer gives the flow 
control to its successor. We denote Tiact 
the instant the timer was last activated.

The timer duration can be static or dynamic: it 
is static when timeDuration attribute is set, oth-
erwise it is dynamic. In this case it is calculated 
in two ways:

 ● If timeDate attribute is set, then TiDur  
= TiDat – Tiact

 ● If timeCycle attribute is set, then TiDur  
= Tinext-trigger – Tiact where Tinext-trigger is the 
next time the timer will trigger

If TiDur ≥ 0 then TimP returns a rational num-
ber, otherwise it returns α which means that the 
timer no longer has an impact on the control 
flow.
A core BPMN process P is a directed graph 
with nodes (objects) OP and arcs (sequence 
flows) FP. For any node x ∈ OP, input nodes 
of x are given by in(x) = {y ∈ OP | yFPx} 
and output nodes of x are given by out(x) = 
{y ∈ OP | xFPy} [8].

3.3. Time Petri Nets (TPN)

Petri nets were proposed in 1962 by Carl Adam 
Petri [15] as a modeling formalism to be used 
in computer science, system engineering and 
many other disciplines [16]. Petri nets combine 
a well defined mathematical theory and tool 
support with a graphical representation for a 
precise modeling and analysis of system behav-
ior [16]. Nevertheless, Petri nets were initially 
proposed as a formal language with no con-
cept of time or probability. However, for many 
practical applications (in particular time criti-
cal systems), time is a mandatory aspect that 
designers should take into account to analyze 
correctly the behavior and performance of their 
distributed information systems. To cope with 
timing behavior of distributed information sys-
tems, time Petri nets [17] have been proposed 

as an extension of standard Petri nets by add-
ing clocks and timing constraints to transitions 
in order to help describe and analyze properly 
time dependent systems. Time Petri nets are 
obtained from standard Petri nets by simply 
associating a firing time interval [a, b] to each 
transition t, where a and b are rational numbers 
such that 0 ≤ a ≤ b and a ≠ ∞. The times a and 
b, for a transition t, are relative to the moment at 
which t was last enabled; they are referred to as 
the earliest firing time and the latest firing time 
of t, respectively.
Formally, a time Petri net [17] is defined as a 
7-tuple Y = (P, T, F, W, M0, fS) where :

 ● P = {p1, p2, ..., pm} is a finite non-empty 
set of places ;

 ● T = {t1, t2, ..., tn} is a finite non-empty set 
of transitions, where P ∩ T = ∅;

 ● F ⊆ (P ´ T ) ∪ (T ´ P) is the set of arcs that 
connect transitions and places. Two types 
of arcs are usually used to connect places to 
transitions: usual arcs are denoted by small 
arrow next to transitions and inhibitor arcs 
are marked by a small circle next to tran-
sitions. Let •t = {p ∈ P et pFt} (resp t• = 
{p ∈ P et tFp}) be the set of pre-places 
(resp post-places) of t.

 ● W: (P ´ T) ∪ (T ´ P) → + is the weight 
function for the directed arcs of Y. This 
function is very important for the execu-
tion of the Petri net, as will be explained 
later. For a transition t, we use W(•t) to de-
note the vector of tokens required to fire 
the transition t. Similarly, we use W(t•) to 
denote the vector of tokens produced by 
firing the transition t. Formally, W(•t) =  
áW(p1, t), W(p2, t), …, W(pm, t)ñ and W(t•) = 
áW(t, p1), W(t, p2), …, W(t, pm)ñ.

 ● M0 ∈ m is the initial marking of Y, which 
indicates the initial configuration of the 
Petri net at the beginning of its execution.

 ● fs: T → + ´ + ∪ {∞} is the function that 
associates each transition to a firing time 
interval. For any transition t ∈ T, we write 
fs(t) = (l, u) where l is the earliest firing 
time of t (denoted by eft(t)), whereas u is 
the latest firing time (denoted by lft(t)); if 
u is infinite, then the transition is said not 
to have a latest firing time.

In order to study the dynamic behavior of TPN, 
we need to define its operational semantics. 
Such semantics is given by a state transition 
system obtained by using the concepts of mark-
ing, state and firing of transitions. 
A marking M of a TPN is basically a vector 
of natural numbers that tells us how many to-
kens each place holds. Tokens are a primitive 
concept for Petri nets in addition to places and 
transitions. The presence or absence of a token 
in a place can indicate, for instance, whether a 
condition associated with this place holds or not 
[16]. The number and position of tokens may 
change during the execution of a Petri net. For 
a marking M in P, M(p) is used to denote the 
number of tokens in place p. A state of a TPN 
is given by (M, V), where M is a marking and 
V: T → + ∪ {ω} is a valuation such that each 
value V(t) is the time elapsed since the transi-
tion t was last enabled. V(t) is considered as a 
clock associated with the transition t. The tran-
sition is said to be disabled if there exists p in 
P such as M(p) < W(p, t), in this case the clock 
remains off (V(t) = ω). V0 is the initial valuation 

with { 0
0

0 ( )( ) otherwiseω
M W tV t •≥=  for each transi-

tion t in TPN. Using the concept of state, the 
execution of a TPN can be stated as follows. A 
Petri net is executed by firing enabled transi-
tions, following these two rules:

 ● Enabling rule: A transition t is enabled in a 
state (M, V) if each input place p of t con-
tains at least the number of tokens equal to 
the weight of the directed arc connecting p 
to t (i.e. M(p) ≥ W(p, t) for any p in P). If 
an inhibitor arc connects an input place p 
to transition t, then enabling of transition t 
also requires the input place p not to have 
W(p, t) tokens. As soon as t becomes en-
abled, V(t) is set to 0; otherwise it remains 
ω.

 ● Firing rule: A transition t is ready to fire if 
it is enabled and eft(t) ≤ V(t) ≤ lft(t), and 
such firing consists of removing from each 
input place p of t the number of tokens 
equal to the weight of the directed arc con-
necting p to t, and adding in each output 
place p' of t the number of tokens equal to 
the weight of the directed arc connecting 
t to p'. In other words, the firing of an ex-
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plicit transition t in state (M, V) results in 
changing the state (M, V ) to (M ', V '). 

( , ) ( ', ')tM V M V→ . The new state (M ', V ') is 
calculated as follows: 

 ○ M ' = M – W(•t) + W(•t), and

 ○

if
'( ) ( , ')

( ') if
' , '( ') ( ) ( , '),

'( ) ( , '),

0 otherwise

p P
M p W p t

V t p P
t T V t M p W p t

M p W p t
t t

ω

•

∃ ∈
 <
 ∀ ∈
∀ ∈ = ≥
 ≥

∩ = ∅





Other transitions that are based on time delay 
are called implicit transitions. They reflect 
state change on time progress when a transition 
is last enabled and before it becomes enabled 
again. Their semantics is explained as follows:

 ● Implicit transitions on time delay 
d: ( , ) ( ', ')dM V M V→  iff: 

 ○ M = M ', 
 ○ V(t) + d ≤ lft(t) for any transition t, and 
 ○ V ' = V + d for any enabled transition in 

TPN.

Figure 3 shows an example of TPN Y = (P, T, I, 
O, M0, fS), with three places (p1, p2 and p3) and 
two transitions (t1 and t2), such that:

 ● P = {p1, p2, p3}, 
 ● T = {t 1, t 2}, 
 ● I(t1) = {p1},
 ● I(t2) = {p1},

Figure 3. A Simple Time Petri Net.

 ● O(t1) = {p2},
 ● O(t2) = {p3},
 ● M0 = (1, 0, 0), 
 ● fS (t 1) = [0, 3], and fS (t 2) =[0, 3].

After introducing the specification languages 
used in this paper, we present in the next section 
our method for the analysis of BPMN based on 
TPN.

4. Our Approach for BPMN  
Model Analysis

As mentioned so far, BPMN is an adopted stan-
dard used in academia and industry for modeling 
business processes. However, BPMN is informal 
and leaves room for misinterpretations, ambigui-
ties, and inconsistencies about the execution and 
operation of business processes being modeled. 
Hence, we need to define semantics for BPMN 
in order to analyze business processes properly 
and remove any possible errors before imple-
mentations. To this end, we chose TPN as target 
formalism. This choice is motivated by several 
reasons. First, TPN is a well-founded seman-
tics; it has a mathematical background and is 
equipped with very efficient analytical tools 
(TINA). Secondly, it takes into consideration the 
time concepts that are essential to obtain a more 
complete functional analysis.
Our approach for the analysis of BPMN mod-
els basically consists of two main steps. First, 
we transform the BPMN into a TPN; secondly, 
we do formal verification on the resulting TPN. 
Such verification consists of checking the 
marking reachability and the liveness of transi-
tions of TPN. These properties can be defined 
as follows:

 ● A state z = (M,V ) is reachable from  
z0 = (M0,V0) iff there exist w ∈ T (a se-
quence of transitions) and ξ ∈ length(w)+1 

(implicit transitions) such as 'wz z
ξ

→ . 

We can limit ourselves to the definition of 
reachability that is just related to the mark-
ings and not to the state in general (the 
same definition found in standard Petri net 
[15]): A marking M ' (in state z ') is reach-
able from a marking M (in state z) if there 
exists a sequence of transitions w ∈ T such 
as 'wM M→ . 

 ● In order to define liveness in TPN [16], we 
will need to introduce RY (z) as the set of all 
reachable states from the state z = (M, V). 
We denote z0 = (M0, V0) the initial state in 
TPN. ∀z = (M, V) ∈ RY (z0)

 ○ t  is live in z iff: ∀ z ' ∈ RY (z) → ∃ z '' ∈ 
RY (z ') such as t is ready to fire in z ''

 ○ t is dead iff ∀z ' ∈ RY (z0) t is not ready 
to fire in z '.

4.1. Mapping of BPMN Silent Events  
and Gateways

Contrary to what is used in the classical map-
ping of BPMN-PN [8], we will not use two 
notations to differentiate the silent transitions 

from the timed ones. One type of transition is 
capable of capturing both the external and in-
ternal actions that cannot be observed by users. 
We can differentiate the silent transitions from 
those consuming time based on the time inter-
vals that are associated to these transitions. 
Figure 4 illustrates the mapping of silent events 
and gateways to TPN. The same principle ap-
plies to complex and event-based gateways. 

4.2. Timed Activities and Events

Figure 5 illustrates the mapping of timed tasks 
and events to Time Petri Net. The “Timer” com-
ponent is highlighted in this mapping; its main 
function is to determine the maximum execu-

Figure 4. Mapping of silent events 
and gateways to TPN.

Figure 5. Mapping timed activities  
and events to TPN.
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plicit transition t in state (M, V) results in 
changing the state (M, V ) to (M ', V '). 

( , ) ( ', ')tM V M V→ . The new state (M ', V ') is 
calculated as follows: 

 ○ M ' = M – W(•t) + W(•t), and
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Other transitions that are based on time delay 
are called implicit transitions. They reflect 
state change on time progress when a transition 
is last enabled and before it becomes enabled 
again. Their semantics is explained as follows:

 ● Implicit transitions on time delay 
d: ( , ) ( ', ')dM V M V→  iff: 

 ○ M = M ', 
 ○ V(t) + d ≤ lft(t) for any transition t, and 
 ○ V ' = V + d for any enabled transition in 

TPN.

Figure 3 shows an example of TPN Y = (P, T, I, 
O, M0, fS), with three places (p1, p2 and p3) and 
two transitions (t1 and t2), such that:

 ● P = {p1, p2, p3}, 
 ● T = {t 1, t 2}, 
 ● I(t1) = {p1},
 ● I(t2) = {p1},

Figure 3. A Simple Time Petri Net.

 ● O(t1) = {p2},
 ● O(t2) = {p3},
 ● M0 = (1, 0, 0), 
 ● fS (t 1) = [0, 3], and fS (t 2) =[0, 3].

After introducing the specification languages 
used in this paper, we present in the next section 
our method for the analysis of BPMN based on 
TPN.

4. Our Approach for BPMN  
Model Analysis

As mentioned so far, BPMN is an adopted stan-
dard used in academia and industry for modeling 
business processes. However, BPMN is informal 
and leaves room for misinterpretations, ambigui-
ties, and inconsistencies about the execution and 
operation of business processes being modeled. 
Hence, we need to define semantics for BPMN 
in order to analyze business processes properly 
and remove any possible errors before imple-
mentations. To this end, we chose TPN as target 
formalism. This choice is motivated by several 
reasons. First, TPN is a well-founded seman-
tics; it has a mathematical background and is 
equipped with very efficient analytical tools 
(TINA). Secondly, it takes into consideration the 
time concepts that are essential to obtain a more 
complete functional analysis.
Our approach for the analysis of BPMN mod-
els basically consists of two main steps. First, 
we transform the BPMN into a TPN; secondly, 
we do formal verification on the resulting TPN. 
Such verification consists of checking the 
marking reachability and the liveness of transi-
tions of TPN. These properties can be defined 
as follows:

 ● A state z = (M,V ) is reachable from  
z0 = (M0,V0) iff there exist w ∈ T (a se-
quence of transitions) and ξ ∈ length(w)+1 

(implicit transitions) such as 'wz z
ξ

→ . 

We can limit ourselves to the definition of 
reachability that is just related to the mark-
ings and not to the state in general (the 
same definition found in standard Petri net 
[15]): A marking M ' (in state z ') is reach-
able from a marking M (in state z) if there 
exists a sequence of transitions w ∈ T such 
as 'wM M→ . 

 ● In order to define liveness in TPN [16], we 
will need to introduce RY (z) as the set of all 
reachable states from the state z = (M, V). 
We denote z0 = (M0, V0) the initial state in 
TPN. ∀z = (M, V) ∈ RY (z0)

 ○ t  is live in z iff: ∀ z ' ∈ RY (z) → ∃ z '' ∈ 
RY (z ') such as t is ready to fire in z ''

 ○ t is dead iff ∀z ' ∈ RY (z0) t is not ready 
to fire in z '.

4.1. Mapping of BPMN Silent Events  
and Gateways

Contrary to what is used in the classical map-
ping of BPMN-PN [8], we will not use two 
notations to differentiate the silent transitions 

from the timed ones. One type of transition is 
capable of capturing both the external and in-
ternal actions that cannot be observed by users. 
We can differentiate the silent transitions from 
those consuming time based on the time inter-
vals that are associated to these transitions. 
Figure 4 illustrates the mapping of silent events 
and gateways to TPN. The same principle ap-
plies to complex and event-based gateways. 

4.2. Timed Activities and Events

Figure 5 illustrates the mapping of timed tasks 
and events to Time Petri Net. The “Timer” com-
ponent is highlighted in this mapping; its main 
function is to determine the maximum execu-

Figure 4. Mapping of silent events 
and gateways to TPN.

Figure 5. Mapping timed activities  
and events to TPN.
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tion time of the BPMN task. The “Timer” event 
does not specify the maximal execution time of 
the BPMN task unless its output sequence flow 
form with the task’s one , the input of a gateway 
of type “XOR-MERGE”.
If this condition is not fulfilled, the “Timer” 
event will constitute a normal exception. The 
mapping of the exception was already covered 
in BPMN-PN mapping [8]. Nevertheless, we 
must associate a time interval to the transi-
tion representing the “Timer” event (line 5 in  
Figure 5).The timer can also determine the min-
imum execution time of a task (in case min > 0) 
if its input node is a timer (line 7 in Figure 5).

4.3. Formal Definition of 
BPMN-TPN Mapping

We will define a formal BPMN-TPN mapping 
based on the BPMN-PN mapping established 
in [8]. We enrich the latter (The Petri net PNM 
= (PM, TM, FM)) by adding the time dimension 
in the form of a time function that has as a do-
main the transition set. By Z we denote the set 
of well-formed core BPMN processes [8].
Fs: TM → +× + ∪ {∞} is a function assigning 
to each transition a rational interval. It remains 
to point out that the set of tasks of all well-
formed core BPMN processes is a part of the 
resulting Petri net transitions. (∪P∈Z TP ⊂ TM)

 ● Fs(tm) = [0, m] if ∃P ∈ Z, ∃(et, gx) ∈ 
IT X
P PE G×  such as tm ∈ Tp, in(tm) ≠ ∅,  

excp(et) = tm, Tim(et) = m and in(gx) =  
{tm, et}.                           (cf. Figure 5 line 4)

 ● Fs(tm) = [0, 0] if ∃P ∈ Z such as tm ∈ 
{ta | a ∈ 

F
PG  ∪ J

PG } ∪{t (a, b) | a ∈ 
X
PG , b ∈ 

out(a)} ∪ {t (a, b) | a ∈ M
PG , b ∈ in(a)} ∪ {ta 

| a ∈ S
PE } ∪ {tb | b ∈ E

PE }      (cf. Figure 4)

 ● Fs(tm) = [n, m] if ∃P ∈ Z, ∃(et, et', gx) ∈ 
( IT

PE )2 × X
PG  such as tm ∈ Tp, excp(et) = tm, 

Tim(et) = m, in(tm) = et', in(gx) = {tm, et} and 
Tim (et') = n , with n ≤ m.   (cf. Figure 5 line 6)

 ● Fs(tm) = [n, ∞] if ∃P ∈ Z, ∃et ∈ IT
PE  ∪ ST

PE  
such as tm ∈ Tp, in(tm) ≠ ∅, Tim(et) = n and 
in(tm) = et.                        (cf. Figure 5 line 7)

 ● Fs(tm) = [0, ∞] if ∃P ∈ Z, tm ∈ Tp and  
∀et ∈ IT

PE  ∪ ST
PE  in(tm) ≠ et and excp(et)  

≠ tm.                               (cf. Figure 5 line 3)

After the translation of BPMN models into 
TPN, verification is done to ensure that some 
functional properties are satisfied by the model 
under investigation, such as liveness and mark-
ing reachability. In the next section we present 
a new algorithm that helps us verify these prop-
erties.

5. Algorithm for Liveness and 
Reachability Analysis of TPN

The algorithm used to check the liveness (resp 
reachability) of TPN’s transitions (resp mark-
ings) is shown in Algorithm 1. The algorithm 
takes as input the TPN and returns a Boolean 
value for each transition that says whether or 
not the transition is live. The algorithm starts 
by calculating the initial state of the TPN and 
initializing all the variables to be used, namely 
RS (the set of reachable states) and HS (the set 
of the handled states among RS) as well as TF 
(the set of firable transitions).

Then, it goes through all the states in RS and 
handles all the outgoing transitions from each 
of these states. Indeed, for each reachable state, 
the algorithm checks all of the outgoing tran-
sitions from the marking of the state and ver-
ifies if they are firable by calculating the min-
imum lft of all enabled transitions (let us have  
A = {t ∈ TM / VZ(t) ≠ ω} and Td ⊆ A such as Td 
= {ts ∈ A / lft(ts) = min(lft(t))(t ∈A)}) then the 
minimum eft of all enabled transitions except 
for the ones in Td (min(eft(t))(t ∈ A/Td) = e). If e is 
greater than l, then the Td‘s transitions are the 
only firable transitions and added to TF, and the 
resulting state is calculated and added to RS if it 
is not already there. Otherwise, All the enabled 
transitions are firable, they are added to TF and 
the resulting state for each transition is calcu-
lated and added to RS if it is not already there. 
When the algorithm terminates the handling 
of all the reachable states (i.e., all the states in 
RS), it goes through all the transitions to check 
if they have been marked so far, if a transition 
has not been marked then the transition is de-
clared dead. 

To illustrate the advantages of TPN as semantics 
as well as the algorithm elaborated above, we 
consider again the example of BPMN model in 
Figure 2. The resulting TPN obtained by apply-
ing our approach is shown in Figure 6. A sim-
ple investigation of the obtained TPN makes it 
possible to notice that a mistake has been made 
in modeling the fourth specification of the 
visa application processing business process 
in Figure 2. Indeed, the second timer in the 
BPMN model that is linked to the activity 

 “Verify documents and status” can never be 
triggered because the maximum time this action 
can last is 13 days; therefore the visa applicant 
will never be notified if he/she is not accepted. 
To make this analysis formal, we will base our 
study on the TPN semantics defined above, we 
can verify the liveness and reachability of tran-
sitions and states as follows. By executing the 
Algorithm 1 detailed above, we get results as 
shown in Table 1.

Algorithm 1. Our algorithm for the reachability analysis of a TPN.
_________________________________________ _________________________________________

Reachability Analysis (INPUT: TPN)
Z0 = (M0, V0) with for each transition t ∈ TM, V0(t) = 0 if t is enabled, ω otherwise 
RS ← Z0 // RS is the set of reachable states. 
RY ← M0 // RY is the set of reachable markings.
HS ← ∅ // HS is the set of handled states.
TF ← ∅ // TE is the set of firable transitions.
Function Pre(t) // the function that returns the set of preplaces of a transition t.
While (RS ≠ HS)
            Take Z = (M,V) ∈ RS 
            Add Z to HS
            A ← { t ∈ TM / VZ(t) ≠ ω }
            Calculate min (lft(t))(t ∈A) = l ∈ Q+ ∪ {∞}
            Td ← {ts ∈ A / lft(ts) = l} and TG ← A / Td
            Calculate min (eft(t)) (t ∈ TG) = e
            If l < e then
                        B ← Td // B is a variable 
            Else 
                        B ← A
            End if
            For each (t ∈ B)
                        t is firable t(M, V) (M ', V ')→
                        M' = M + W(O(t)) – W(I(t))
                        Add Z'=(M',V') to RS, t to TF and M' to RY
                        For each (t' ∈ TM)
                                    If W(I(t')) > M' then V'(t') = ω
                                    End if.
                                    If(M ≥ W(I(t')) and M' ≥ W(I(t' )) and pre(t) ∩ pre(t’) ≠ ∅ then V’(t’) = V(t')
                                    Else
                                                V'(t') = 0
                                    End if
                        End for
            End for
End while.
For each (t ∈ TM / TF)
            t is dead. // the notion of transition death as explained in the fourth section.
End for_________________________________________ _________________________________________
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tion time of the BPMN task. The “Timer” event 
does not specify the maximal execution time of 
the BPMN task unless its output sequence flow 
form with the task’s one , the input of a gateway 
of type “XOR-MERGE”.
If this condition is not fulfilled, the “Timer” 
event will constitute a normal exception. The 
mapping of the exception was already covered 
in BPMN-PN mapping [8]. Nevertheless, we 
must associate a time interval to the transi-
tion representing the “Timer” event (line 5 in  
Figure 5).The timer can also determine the min-
imum execution time of a task (in case min > 0) 
if its input node is a timer (line 7 in Figure 5).

4.3. Formal Definition of 
BPMN-TPN Mapping

We will define a formal BPMN-TPN mapping 
based on the BPMN-PN mapping established 
in [8]. We enrich the latter (The Petri net PNM 
= (PM, TM, FM)) by adding the time dimension 
in the form of a time function that has as a do-
main the transition set. By Z we denote the set 
of well-formed core BPMN processes [8].
Fs: TM → +× + ∪ {∞} is a function assigning 
to each transition a rational interval. It remains 
to point out that the set of tasks of all well-
formed core BPMN processes is a part of the 
resulting Petri net transitions. (∪P∈Z TP ⊂ TM)

 ● Fs(tm) = [0, m] if ∃P ∈ Z, ∃(et, gx) ∈ 
IT X
P PE G×  such as tm ∈ Tp, in(tm) ≠ ∅,  

excp(et) = tm, Tim(et) = m and in(gx) =  
{tm, et}.                           (cf. Figure 5 line 4)

 ● Fs(tm) = [0, 0] if ∃P ∈ Z such as tm ∈ 
{ta | a ∈ 

F
PG  ∪ J

PG } ∪{t (a, b) | a ∈ 
X
PG , b ∈ 

out(a)} ∪ {t (a, b) | a ∈ M
PG , b ∈ in(a)} ∪ {ta 

| a ∈ S
PE } ∪ {tb | b ∈ E

PE }      (cf. Figure 4)

 ● Fs(tm) = [n, m] if ∃P ∈ Z, ∃(et, et', gx) ∈ 
( IT

PE )2 × X
PG  such as tm ∈ Tp, excp(et) = tm, 

Tim(et) = m, in(tm) = et', in(gx) = {tm, et} and 
Tim (et') = n , with n ≤ m.   (cf. Figure 5 line 6)

 ● Fs(tm) = [n, ∞] if ∃P ∈ Z, ∃et ∈ IT
PE  ∪ ST

PE  
such as tm ∈ Tp, in(tm) ≠ ∅, Tim(et) = n and 
in(tm) = et.                        (cf. Figure 5 line 7)

 ● Fs(tm) = [0, ∞] if ∃P ∈ Z, tm ∈ Tp and  
∀et ∈ IT

PE  ∪ ST
PE  in(tm) ≠ et and excp(et)  

≠ tm.                               (cf. Figure 5 line 3)

After the translation of BPMN models into 
TPN, verification is done to ensure that some 
functional properties are satisfied by the model 
under investigation, such as liveness and mark-
ing reachability. In the next section we present 
a new algorithm that helps us verify these prop-
erties.

5. Algorithm for Liveness and 
Reachability Analysis of TPN

The algorithm used to check the liveness (resp 
reachability) of TPN’s transitions (resp mark-
ings) is shown in Algorithm 1. The algorithm 
takes as input the TPN and returns a Boolean 
value for each transition that says whether or 
not the transition is live. The algorithm starts 
by calculating the initial state of the TPN and 
initializing all the variables to be used, namely 
RS (the set of reachable states) and HS (the set 
of the handled states among RS) as well as TF 
(the set of firable transitions).

Then, it goes through all the states in RS and 
handles all the outgoing transitions from each 
of these states. Indeed, for each reachable state, 
the algorithm checks all of the outgoing tran-
sitions from the marking of the state and ver-
ifies if they are firable by calculating the min-
imum lft of all enabled transitions (let us have  
A = {t ∈ TM / VZ(t) ≠ ω} and Td ⊆ A such as Td 
= {ts ∈ A / lft(ts) = min(lft(t))(t ∈A)}) then the 
minimum eft of all enabled transitions except 
for the ones in Td (min(eft(t))(t ∈ A/Td) = e). If e is 
greater than l, then the Td‘s transitions are the 
only firable transitions and added to TF, and the 
resulting state is calculated and added to RS if it 
is not already there. Otherwise, All the enabled 
transitions are firable, they are added to TF and 
the resulting state for each transition is calcu-
lated and added to RS if it is not already there. 
When the algorithm terminates the handling 
of all the reachable states (i.e., all the states in 
RS), it goes through all the transitions to check 
if they have been marked so far, if a transition 
has not been marked then the transition is de-
clared dead. 

To illustrate the advantages of TPN as semantics 
as well as the algorithm elaborated above, we 
consider again the example of BPMN model in 
Figure 2. The resulting TPN obtained by apply-
ing our approach is shown in Figure 6. A sim-
ple investigation of the obtained TPN makes it 
possible to notice that a mistake has been made 
in modeling the fourth specification of the 
visa application processing business process 
in Figure 2. Indeed, the second timer in the 
BPMN model that is linked to the activity 

 “Verify documents and status” can never be 
triggered because the maximum time this action 
can last is 13 days; therefore the visa applicant 
will never be notified if he/she is not accepted. 
To make this analysis formal, we will base our 
study on the TPN semantics defined above, we 
can verify the liveness and reachability of tran-
sitions and states as follows. By executing the 
Algorithm 1 detailed above, we get results as 
shown in Table 1.

Algorithm 1. Our algorithm for the reachability analysis of a TPN.
_________________________________________ _________________________________________

Reachability Analysis (INPUT: TPN)
Z0 = (M0, V0) with for each transition t ∈ TM, V0(t) = 0 if t is enabled, ω otherwise 
RS ← Z0 // RS is the set of reachable states. 
RY ← M0 // RY is the set of reachable markings.
HS ← ∅ // HS is the set of handled states.
TF ← ∅ // TE is the set of firable transitions.
Function Pre(t) // the function that returns the set of preplaces of a transition t.
While (RS ≠ HS)
            Take Z = (M,V) ∈ RS 
            Add Z to HS
            A ← { t ∈ TM / VZ(t) ≠ ω }
            Calculate min (lft(t))(t ∈A) = l ∈ Q+ ∪ {∞}
            Td ← {ts ∈ A / lft(ts) = l} and TG ← A / Td
            Calculate min (eft(t)) (t ∈ TG) = e
            If l < e then
                        B ← Td // B is a variable 
            Else 
                        B ← A
            End if
            For each (t ∈ B)
                        t is firable t(M, V) (M ', V ')→
                        M' = M + W(O(t)) – W(I(t))
                        Add Z'=(M',V') to RS, t to TF and M' to RY
                        For each (t' ∈ TM)
                                    If W(I(t')) > M' then V'(t') = ω
                                    End if.
                                    If(M ≥ W(I(t')) and M' ≥ W(I(t' )) and pre(t) ∩ pre(t’) ≠ ∅ then V’(t’) = V(t')
                                    Else
                                                V'(t') = 0
                                    End if
                        End for
            End for
End while.
For each (t ∈ TM / TF)
            t is dead. // the notion of transition death as explained in the fourth section.
End for_________________________________________ _________________________________________
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Table 1.  Results of Algorithm 1.

Previous state Firable 
transitions Next state

[(1,0,0,0,0,0,0,0), 
(0,ω,ω,ω,ω,ω,ω)]

Receive visa 
application

[(0,1,0,0,0,0,0,0), 
(ω,0,ω,ω,ω,ω,ω)]

[(0,1,0,0,0,0,0,0), 
(ω,0,ω,ω,ω,ω,ω)]

Scan 
documents

[(0,0,1,0,0,0,0,0), 
(ω,ω,0,0,ω,ω,ω)]

[(0,0,1,0,0,0,0,0), 
(ω,ω,0,0,ω,ω,ω)]

Verify 
 documents 

& status

[(0,0,0,0,0,1,0,0), 
(ω,ω,ω,ω,ω,0,ω)]

[(0,0,0,0,0,1,0,0), 
(ω,ω,ω,ω,ω,0,ω)] Print visa [(0,0,0,0,0,0,1,0), 

(ω,ω,ω,ω,ω,ω,0)]

[(0,0,0,0,0,0,1,0), 
(ω,ω,ω,ω,ω,ω,0)]

Send 
acceptance 
notification

[(0,0,0,0,0,0,0,1), 
(ω,ω,ω,ω,ω,ω,ω)]

In consequence, all transitions are firable, ex-
cept for “Notify refusal (timer)” and “Send 
refusal notification” (dead transitions) as the 
earliest firing time of refusal timer is 14. Regard-
ing reachability, the markings (0,0,0,1,0,0,0,0) 
and (0,0,0,0,1,0,0,0) will never be reached.

6. Conclusion

In this paper, we proposed a formal analysis 
of BPMN models based on Time Petri Nets. 
The Mapping BPMN-TPN allows us to over-
come some problems found in BPMN (2.0) 

(explained in the Section 3) and have a more 
complete analysis that verifies the temporal 
properties of the designed process. This anal-
ysis is significant because it reduces the cost 
of software development by allowing business 
analysts to detect some type of errors found in 
business process models (modeling phase) be-
fore starting the development phase. The visa 
application processing was taken as an example 
to illustrate the advantages brought by the TPN 
semantics.

In our future work, we intend to include the 
data aspect in our analysis, using a more com-
plex semantics that is based on ITCPN (Interval 
Timed Colored Petri Net). Contrary to previous 
work [18] that dealt only with data dimension, 
ITCPN will allow us to include Data and Time 
in our verification, so we could have a more 
complete analysis.
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Table 1.  Results of Algorithm 1.

Previous state Firable 
transitions Next state

[(1,0,0,0,0,0,0,0), 
(0,ω,ω,ω,ω,ω,ω)]

Receive visa 
application

[(0,1,0,0,0,0,0,0), 
(ω,0,ω,ω,ω,ω,ω)]

[(0,1,0,0,0,0,0,0), 
(ω,0,ω,ω,ω,ω,ω)]

Scan 
documents

[(0,0,1,0,0,0,0,0), 
(ω,ω,0,0,ω,ω,ω)]

[(0,0,1,0,0,0,0,0), 
(ω,ω,0,0,ω,ω,ω)]

Verify 
 documents 

& status

[(0,0,0,0,0,1,0,0), 
(ω,ω,ω,ω,ω,0,ω)]

[(0,0,0,0,0,1,0,0), 
(ω,ω,ω,ω,ω,0,ω)] Print visa [(0,0,0,0,0,0,1,0), 

(ω,ω,ω,ω,ω,ω,0)]

[(0,0,0,0,0,0,1,0), 
(ω,ω,ω,ω,ω,ω,0)]

Send 
acceptance 
notification

[(0,0,0,0,0,0,0,1), 
(ω,ω,ω,ω,ω,ω,ω)]

In consequence, all transitions are firable, ex-
cept for “Notify refusal (timer)” and “Send 
refusal notification” (dead transitions) as the 
earliest firing time of refusal timer is 14. Regard-
ing reachability, the markings (0,0,0,1,0,0,0,0) 
and (0,0,0,0,1,0,0,0) will never be reached.

6. Conclusion

In this paper, we proposed a formal analysis 
of BPMN models based on Time Petri Nets. 
The Mapping BPMN-TPN allows us to over-
come some problems found in BPMN (2.0) 

(explained in the Section 3) and have a more 
complete analysis that verifies the temporal 
properties of the designed process. This anal-
ysis is significant because it reduces the cost 
of software development by allowing business 
analysts to detect some type of errors found in 
business process models (modeling phase) be-
fore starting the development phase. The visa 
application processing was taken as an example 
to illustrate the advantages brought by the TPN 
semantics.

In our future work, we intend to include the 
data aspect in our analysis, using a more com-
plex semantics that is based on ITCPN (Interval 
Timed Colored Petri Net). Contrary to previous 
work [18] that dealt only with data dimension, 
ITCPN will allow us to include Data and Time 
in our verification, so we could have a more 
complete analysis.
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Figure 6. The TPN corresponding to the business process in Figure 2.
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