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Recent years have seen increasing numbers of appli­
cations of Evolutionary Algorithms to non-stationary 
environments such as on-line process control. Studies 
have indicated that Genetic Algorithms using "Steady 
State" models demonstrate a greater ability to track 
moving optima than those using "Generational" models, 
however implementing the former requires an additional 
choice of which members of the current population 
should be replaced by new offspring. 

In this paper a number of selection and replacement 
strategies are compared for use in Steady State Genetic 
Algorithms working as function optimisers in dynamic 
environments. In addition to an algorithm with fixed 
mutation rates, the strategies are also compared in al­
gorithms employing Cobb's Hypermutation method for 
tracking environmental changes. On-line and off-line 
metrics are used for comparison, which correspond to 
different types of real-world applications. 

In both cases it is shown that algorithms employing some 
kind of elitism outperform those that do not, which is re­
lated to previous studies on stationary environments. An 
investigation is made of various methods of implement­
ing elitism, including an implicit method, "conservative" 
selection. It is shown that the latter, in addition to being 
computationally simpler, produces significantly better 
results on the problems used, and reasons are given for 
this behaviour. 
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1 . Introduction 

The majority of the Genetic Algorithm (GA) 
work to date has been in problem domains in 
which the fitness landscape is time-invariant. 
However, it is not unusual for a real-world sys­
tem to exist in an environment that changes over 
the course of time. The optimisation algorithm 
then has to be designed so that it can compensate 

for the changing environment by monitoring its 
performance and altering, accordingly, some as­
pects of the optimisation mechanism to achieve 
optimal or near-optimal performance. An ob­
jective of the resulting adaptation is not to find a 
single optimum, but rather to select a sequence 
of values over time that minimise or maximise 
the time-average of environmental evaluations. 
In this sense the optimisation algorithm "tracks" 
the environmental optimum as it changes with 
time. 

The distributed nature of the genetic search pro­
vides a natural source of power for exploring in 
changing environments. As long as sufficient 
diversity remains in the population, the GA can 
respond to a changing search landscape by real­
locating future trials. However, the tendency of 
GAs to converge rapidly results in the GA pop­
ulation becoming homogenous, which reduces 
the ability of the GA to identify regions of the 
search space that might become more attractive 
as the environment changes. It such cases it is 
necessary to complement the standard GA with 
a mechanism for maintaining a healthy explo­
ration of the search space. 

The results in this paper concentrate on the case 
where the rate of change of the environment is 
sufficiently slow for the algorithms to converge 
between changes. Algorithms are compared by 
running them for a fixed period and calculating 
two time-averaged metrics, which correspond 
to different types of real-world applications. 

The first of these is the "on-line" measure [De­
long 1975], and is simply the average of all calls 
to the evaluation function during the run of the 
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