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Information browsing in hypertext systems is provided
by links with source and destination anchors within
hypertext documents. From the point of view of link
following operations, links can be static or dynamic.
While for static links, source and destination are well
defined before the link is used, dynamic links have no
defined source and/or destination until the links are
generated.

In this paper, we focus on the so-called retrieval links
which use information retrieval technology to enable
dynamic connections between hypertext nodes. We ad-
dress the important problem of automatic determination
of optimal destinations for the retrieval links within hy-
pertext documents. A new approach based on the density
distribution of important term weights within destination
documents is described. The power of such a similarity
measure is in local text comparison where we do not
dispose of the real term weights. The implementation
algorithm and characteristic examples are also presented.

Keywords: information retrieval, text or document pas-
sage, hypertext, hypermedia, link destination

1. Introduction

A number of approaches for incorporating infor-
mation retrieval (IR) strategies in hypertext sys-
tems have been proposed (Frisse and Cousins,
1988), (Croft and Turtle, 1989), (Frei and
Stieger 1995), (Agosti et al., 1997), (Allen,
1997). IR offers many tools for creation of
content-based links in hypertext systems. Thus,
the retrieval links are dynamic content-based
links with source and destination in hypertext
documents (DeRose, 1989). They usually use
well-established concepts of text document in-
dexing and similarity estimation between the
link source and the link destinations. While the
retrieval link sources can be easily made nar-
rower by selecting an appropriate part in the

current document, avicmatic determination of
the retrieval link destination within documents
is not a straightforward task. The main problem
is the absence of information about the content
of arbitrary part of a document.

The typical implemen:ation of retrieval links is
as follows. The hypertext documents are in-
dexed by extracting content meaningful terms
which are presented as word stems in the doc-
ument indexes. Each stem has an associated
weight factor computed using, for example, the
inverse document frequency method (Salton,
1989). The source of a retrieval link is usu-
ally part of the current document. The user can
select any document area to generate retrieval
links. The system will extract useful terms from
the selected area and create a query composed
of stems of selected terms and calculated weight
factors. Then, the similarity between the query
and the document indexes is calculated, and the
documents are ranked according to the level of
similarity. The most similar documents are pre-
sented to the user for link following operations.
In this way, retrieval links offer destinations that
are whole documents.

The described approach imposes a natural prob-
lem: how to automatically find optimal retrieval
link destinations within hypertext documents?
In other words, how to direct the user to the
most significant part of the document enabling
them to get the relevant information immedi-
ately? This problem is in the spirit of hypertext
systems, where because of information over-
load the user should be more directly led to the
right information. Recently, it has been shown
elsewhere that such link locations can improve
the quality of retrieval process (Salton, 1993b)
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which in hypertext systems with whole docu-
ments as link destinations has been shown to be
relatively weak (Savoy, 1993).

Recently, the problem of finding an appro-
priate way to link document parts has been
discussed elsewhere (Bernstein, 1989)(Salton
et al., 1993a), (Chang, 1993), (Salton et al.,
1996), (Kaszkiel and Zobel, 1997). Most of
the approaches are based on text decomposi-
tion in pieces, typically paragraphs, and on the
calculation of the similarity between the query
and pieces using the same method as for whole
documents. It is clear that such an approach is
static with fixed document parts as link desti-
nations and does not offer a real solution when
the optimal document part does not correspond
to a fixed text object.

According to (Salton and Allan, 1993b), the
typical retrieval scenario is performed in two
steps. At the first step, a global text comparison
is performed to reduce the number of documents
where retrieval link destination can be placed.
For this purpose a standard vector model can be
used. At the second step, a local text compari-
son is used to locate those document parts that
best satisfy the query. To perform this step, the
indexes for specific document parts, typically
paragraphs, have to be kept or a direct compar-
ison between the query and specific document
parts has to be made. In many cases, a paragraph
or a sentence could be an acceptable link desti-
nation because they are natural text units. How-
ever, it is not difficult to imagine cases when two
or more adjacent sentences, paragraphs or a text
part that starts somewhere in the paragraph and
ends somewhere in the next paragraph can be the
best destination. Previous approaches avoid to
consider this problem because it is impractical
to keep indexes or to compare the query with all
document parts. So, previous approaches make
compromise and locate only natural text units,
paragraphs or sentences. Why not offer a more
general solution, especially if it is possible to do
in an elegant and efficient way, without loosing
in system performances?

In this paper, we propose an efficient tech-
nique for automatic determination of arbitrary
retrieval link destinations within hypertext doc-
uments. The technique is based on density es-
timation of important term weights in the des-
tination document. The important terms are
obtained in the process of similarity estimation

between the query and the document indexes.
Then, the density function for important term
weights within the destination document is cal-
culated. Using the density function we locate
the offset interval with maximal density of im-
portant term weights. Finally, we expand the
found offset interval in the appropriate docu-
ment part which will be the optimal place for
retrieval link destination.

The term densities was used by some authors
to locate document passages in an indirect way.
Thus, (Callan, 1994 ) uses overlapping text win-
dows of fixed length and (Buckley et al., 1995)
use proper normalisation of the similarity mea-
sure by the passage length.

However, our technique has several advantages:

e It is able to locate an arbitrary document part
as a retrieval link destination;

e It can dynamically control the destination size;

e It does not process separately any document
part.

To achieve the necessary information for den-
sity estimation we use document indexes in an
inverted file, where as well as term weight fac-
tors, we keep the term locations. That is a
drawback of our technique because including
term-location information in document indexes
expands the size of the indexes, possibly by a
factor of three, since each occurrence of a term
in the text should be registered (Salton, 1989).
Additionally, the index structure becomes more
sensitive to document changes. In the cases
of document decomposition in paragraphs and
sentences the index is burdened by information
about the terms in the corresponding document
pieces and the problems with document chang-
ing are also more expressive. In hypertext and
other strongly interactive systems, the perfor-
mances are essential. The problem of document
changing is a general one, not only related to re-
trieval links in hypteerxt systems or to the locat-
ing of the optimal document parts. The changes
in a set of documents or in document contents
lead to rebuilding of the index structure.

The index with term locations has another ad-
vantage since it provides fast implementation of
non content-based links where the user wants
to follow links from a selected term or phrase
toward nodes with the same term or phrase, be-
cause we can directly find the term or phrase
locations in the destination document.
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2. Retrieval Link Destinations

Before describing our technique, we assume
that the document indexes are expanded with
the offset addresses of the index terms. It is a
trivial task which should be performed in the
process of document indexing.

This index will be used to reduce number of
documents where destination could be placed
(global level) and then to locate the best place
for retrieval link destination within the docu-
ment (local level). There are two logical alter-
natives of this approach. The first alternative is
to use full text match through the whole set of
documents. In this case, the problem of docu-
ment changing is solved at heavy price of system
performances. In hypertext and other strongly
interactive systems the performances are essen-
tial. The second alternative is to use an index
without offset addresses on global level and then
perform full text match on local level. In this
case, it is unsatisfactory from the performance
point of view to match the query with all doc-
ument parts. Additionally, it is not desirable to
process documents directly when the document
indexes already exist.

Finding optimal destinations for retrieval links
within documents is performed in three steps.

At the first step, we identify important terms
within the destination document and the cor-
responding weights. Informally speaking, we
extract terms which have significant participa-
tion in the similarity score between the query
and the document index. Let Q be a query com-
posed of selected terms from the link source
(usually the index terms from the selected area
in the source document)

0= {(rqn th)a (tqy qu), S8y
and let I be a document index

I={(ti, wiy), (tis Wiy)y « o (T win)}

where (t,, wg,) and (2;,, w;,) stand for the term
and the associated weight in the query and the
document index respectively.

(IQm’ qu)}

Then, the set T of important terms will be
T= {(th Wl)} (IZ: WQ), ey (tra Wr)}

where

¥ & {lup Bagpones Ty b 10 TbsTing 5« 55
Wi € {Wqp, Ways - -, Want

tin}

such that for

e =1tg =tz Wy =wg, and wg, -w;, > val
for some threshold value val. The important
term weights are taken from the query (terms
from the selected document part) because they
represent the real user needs. In some cases, it
is useful to use val = 0 and include all selected
terms from the query which are in the document
index, especially if the query vector contains a
small numbers of terms.

So, after the step 1, we have the set O of im-
portant term offsets s; within the destination
document and corresponding weights wy, taken
from the query

0 = {(s1, WS])ﬂ (52, wsz), i3 g O WS:)}'

Let us note that [ > r since each term can have
more locations in the destination document and
W, € {W1, Wa, ..., wk}.

At the second step, we estimate the density of
important term weights within the destination
document and locate the area (offset interval)
with the greatest density.

Density estimates are all based upon the Lebesgue
density theorem (Devroye, 1985), but for practi-
cal purposes we need an approximated version:
the density estimate d(x, k) of a random vector
(x1,x2, ..., x,) is given by

zn: Inies4)
e nA (th)

where I is the indicator function, S, is the
closed sphere of radius & centred at x and A
is the Lebesgue measure.

d(x, h) =

When A is small, the variance of d(x, h) in-
creases because fewer points are expected to fall
in Sy, We can additionally simplify d(x, &) be-
cause we need not estimate density exactly but
only compare the regions of concentration of
the important term weights to find the most ap-
propriate one. Thus, we should omit n, include
important term weights, and knowing that the
measure A in our case is an ordinary interval
length, we achieve the following formula

= 2k Z Vs *

den(x, h)

s,E —h,x+h])
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Fig. 1. Density function (h = 0.5)

where the values of x and & are given in bytes.
Through the paper we shall use the term “den-
sity” for the above function, although it is ap-

parently different from the real density function
d(x, h).

An example of a density function for important
term weights in a document is given in Fig. 1.
We assume that the term weights are normalised
and belong to the [0, 1] interval.

In this example 2 = 0.5 and the density is ev-
erywhere 0, except on important term offsets
where it has jumps corresponding to the im-
portant term weights. ny is the length of the
document in bytes.

So, a locally estimated function is not useful
for our purpose because we want to estimate
the density of important term weights on some
text intervals which will be an optimal retrieval
link destination. The optimal destination could
be a text interval whose length, for example,
is about one sentence or one paragraph. If we
want to offer a destination about one sentence
long, the parameter 4 should be set with a value
approximately one half of the average sentence
length.

b aliai
0.8: 04:0:3;034

0.4:0:6! 0.75

A
den(x,50)
0.02—

thereshold
0.017

In Fig. 2 and Fig. 3, the density functions for
h = 50 and h = 250 are presented. The first
could correspond to sentence destination and
the second to paragraph destination. Let us note
that density is marked until 0.02 on Fig. 2 and
until 0.01 on Fig. 3, because we use the number
of bytes to represent the interval lengths which
results in low density values.

As can be seen from Fig. 2, the optimal offset
interval [ng, nz] is located on the part of den-
sity function where it achieves maximum value.
The determined offset interval is 2k bytes long
with the middle in the point M, for which the
maximum is found. Formally,

Vx € [0, ny], den(x,h) < den(M, h)
and [ny,n2] = [M —h,M+h].

If the maximum is not unique, we discriminate
between two cases.

In the first case, the maximum is repeated on
a whole segment with adjacent points (frequent
case) and we choose a maximal point some-
where in the segment.

In the second case, when the maximum is re-
peated after the density function has decreased

0.85:

=t
0 500 lMl 1000

e

1500 2000 "4
nm number
optimal of bytes

Fig. 2. Density function (h = 50)
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Fig. 3. Density function (h = 250)

(rare case), it is reasonable to assume that the
first density maximum will produce the optimal
offset. There are also many alternatives to unify
the maximum in the second case using some
additional criterion. For example, one can ex-
amine points around the maximum looking for
greater values, or compare the offset interval
width produced by the density function for the
same predefined density value (threshold line
on Fig. 2). The second approach can be used
at the same time as a threshold for the estima-
tion of the utility of the whole procedure. If the
density function is lower than a suitable chosen
threshold, there is no reason to look for an opti-
mal destination and the whole document could
be presented to the user.

The choice of this threshold value depends on .
For small £ values, the density function achieves
greater values and vice versa. A possible expo-
nential choice for the threshold value could be
1/1.5h (see Fig. 2 and Fig. 3). This threshold,
for example, corresponds to accumulated term
weights of 1.3 in offset interval of 100 bytes
which is a reasonable minimum. There are also
possible more or less rigorous choices of the
threshold value by using various decreasing by
h functions.

The optimal destination interval in the case
h = 250 is completely different. This is in con-
cordance with our intuition, because on longer
distances the first part of the document has
higher density values (see Fig. 3).

As the choice of & determines the density func-
tion, it should be made in advance. A simple
automatic approach is to determine % in such
a way that the destination interval occupies the
same percentage of the destination document as
the link source in the source document. In that

case
h = (Is/2)(na/ns)

where [; is the length of the link source (query)
and n; is total length of the source document.

Alternatively, as the choice of % determines the
width of the destination offset interval, it can be
the user’s responsibility to estimate its value ex-
plicitly or implicitly by specifying in bytes, text
objects or percentage of the destination docu-
ment what text length he wants to follow.

Fig. 3 is a good example that shows how by the
changing of the value of 4 we can change the
density function and get a completely different
optimal offset interval.

The offset addresses n; and ny will probably
be within a sentence. Such a destination might
not be appropriate enough and we go on to step
three.

At the third step, we try to improve the retrieval
link destination. The simplest solution is to ex-
pand the [n, np] interval to the start and end
of a sentence. It means that we should find a
new offset interval [n3, ng] (13 < n1&ny > ny)
where n3 is at the start and ny is at the end of
a sentence. It is also possible to use various
adjustments (extensions or compression) to the
destination.

Here, it is important to note that such an ad-
justment changes the value of k, which could
result in losing optimality. However, it seems
desirable to offer the user destination with com-
pleted sentences. The alternative is clear. If
we do not want to lose anything of the destina-
tion optimality we have to present the user the
destination produced after the step 2.
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3. Implementation Remarks

In this section, we will focus on the implemen-
tation aspects of the proposed technique and the
algorithm complexity.

The complexity of the first step, finding impor-
tant terms, is unimportant because it is included
in the standard procedure of retrieval link cal-
culation where, in the process of similarity es-
timation between the query and the document
index, we should only mark the document index
terms which participate in the similarity score.

The second step, finding offset interval with
maximal density of the important term weights,
could be sufficiently time consuming. To find
the maximal density of the important term weights
we can simply calculate its values starting from
each document offset and choose the maxi-
mal one. Such a straightforward approach is
unattractive from the performance point of view.

Wi

] 4

LT
B i o i

Fig. 4. A case of interval location

We will show that the maximal value of density
for fixed h is achieved in an interval [a, a + 2A]
and one maximum is exactly in the point a + h,
where a is the offset of an important term.

Let us suppose that the maximum is achieved in
aninterval [b, b+2h| where b is not an important
term offset (see Fig. 4).

In that case we translate the interval to the
right until the nearest important term offset is
reached. It is clear that

den(x, h)} < d
xeirggigm{ en(x, h)} _xe[rggizh]{ en(x, h)}

because we can only gain but do not lose weights
from important term locations. One maximum
is in a + h because from that point we cover
the whole [a, a + 2h] interval and accumulate
all important term weights in that interval.

Now, we can locate the maximum density by
examining intervals with length 24 starting from

important term offsets and accumulate the weights
of the important terms in each interval.

The following algorithm uses the described ap-
proach to determine the optimal retrieval link
destination.

Algorithm: Determine optimal retrieval link
destination.

Input: O = {(s1, ws,), (52, Ws,), - - -, (851, wg,) }
- Offset locations of important terms,
s-start, w-weight,

h - half width of expected destination,
ng - Document length in bytes.

[n1, nz| - Optimal retrieval link desti-
nation

procedure RLD(O, h, ny)
/* sort important term ofsets */

Output:

sort set O according to the values s1, 52, ..., 5
Si+1 = R4
optimald = 0
fori=1toldo
lend = maxd = 0
j=t
/* accumuulate term weights in [s;, s; +
2h) */

while lend < 2hand j < [ do
lend = lend + sj+1 — )
maxd = maxd + wy;
j=j+1
endwhile
/* is new maximum greater */
if maxd > optimald then
optimald = maxd
n1 = §;
endif
/* exit cicle if examined nterval exceds
document length */
if s; + 2h > ng exit
endfor
/* is maximal density enough high */
if optimald/2h > 1/1.5h then
ny = min(ny + 2h, ng) else
ny = 1
ny = Ny
return

The above algorithm, in the case of more max-
imal values, determines the interval which cor-
responds to the first one.

The main for cycle operates I times or less be-
cause of the statement if (s;4-2A > ny) exit. The
nested while cycle operates on the number of
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important terms in the intervals s;4 2% for each i.
The greater the value of & decreases operations
of the for cycle and increases the operations in
the while cycle. The maximal number of oper-
ations is reached when both cycles operate the
same number of times, (1/2) x (1/2) = 12 /4.

As the preparation sort activity takes only [xlog/
steps, the maximal time complexity of the algo-
rithm is O(/?) where ! is the total number of the
offset addresses of important terms.

Here, it is important to emphasise that {2 is not
an usual square factor because [ increases lit-

| celibi30tnt
_Quit} C;::maute link

SLIDING MECHANISM OF CILIARY ACTION,

The basic mechanism of ciliary bending relies upon a
sliding interaction between adjacent microtubule

doublets, requlated by associated proteins (Summers
X Refl I ST EREFARN T he mechanochemical cycle which E
produces this sliding can be divided into four stages: \

1) Dynein, attached permanently to the A-tubule,
binds to the B-tubule of the adjacent douhlet,
When dynein binds ATP this bond is broken and
the dynein arm shortens,

2) Hydrolysis of ATP —> ADP + P causes a
conformational change so that the dynein tilts
and extends towards the disassembly end of the
B — tubule.

3) Dynein binds to the next tubulin dimer of the
B -~ tubule in the absence of ATP,

4) This is followed by another conformational
change which restores the dynein to its
original position and causes the doublets to
move relative to each othar,

| This relationship is very similar to that of the
actin/myosin system In muscle contraction (for a visual
sequence click hare,

During the beat cycle only half the doublets are active

tle with the document growth. The number of
important terms is usually small because they
are determined by the intersection between the
retrieval link source (selected document part
which after stop words elimination usually con-
tains a small number of different terms) and the
index from destination document.

The third step of the technique, in it simplest
variant (expanding the [, n,] interval until the
start and end of corresponding sentences) is low
time consuming and has no influence on the per-
formances.

cellbiztaxt

Quit ) Compute link |

TUBULIN ASSEMBLY.

Jne property of microtubules which is vital for their |
functioning both in cilla and flagella, and the other i
non-lecomotory functions, especially in the mitotic ]
spindle, is the ability to self-assemble (in a manner
similar to that of microfilament assembly). This
process is an equilibrium reaction which can be
shifted to favour either assembly or disassembly,
depending on the conditions,

Microtubule assambly in vive is organized by various
structures which provide a hase from which the
Himicrotubule can grotw (Certatn proteins: kKnown as
Microtubule Assaciated Proteins, or MAPRS, are alsol
thought to be involved)[They all come under they
general heading of Migrotubule Organizing Centres
(MTOC's), These can be isolated from cells and used

in vitro as <entres on which tubulin will assemble,

and using these an important property of microtubules
in vitro — treadmilling — can be demonstrated,

Generally a microtubule has an assembly end and a
disassembly end. In equilibrium conditions the rate

of addition of tubulind dimers at the assernbly end Is
exactly equal to the rate of loss of dimers at the
disassernbly end and thus the length of the micretubule
does not change. However, radicactive labelling of

Example 1. (h = 50)

8 cellbizo.txt
Quit _Comu.ute_Eink

SLIDING MECHANISM OF CILIARY ACTION,

The basic mechanism of ciliary bending refies upon a
sliding interaction between adjacent microtubule
doublets, requlated by associated proteins (§ ummsr
EGLRe L LETEREFAMNTh 2 mechanochemical cycle which
produces this sliding can be divided into four stages;

)

1) Dynein, attached permanently to the A-tubule,
binds to the B-tubule of the adjacent doublet,
When dynein binds ATP this bond is broken and
the dynein arm shortens,

23 Hydrolysis of ATP —> ADP + P causes a
conformational change so that the dynein tilts
and extends towards the disassembly end of the
B~ tubule.

2) Dynein binds to the next tubulin dimer of the
B -~ tubule in the absence of ATP,

4) This is followed by another conformational
change which restores the dynein to its
original position and causes the doublets to
move relative to each other.

This relationship is very similar to that of the
actin/myosin system in muscle contraction (for a visual
sequence click here).

During the beat cycle only half the doublets are active

cellbl3ttxt
Quit ) Compute fink )

TUBULIN ASSEMBLY.

One proaert'é of microtubules which is vital for thelir |
functioning both in cilia and flagella, and the other |
non-locomotory functions, especially in the mitotic 1
spindle, is the ability to self-assemble (in a manner
similar to that of microfilament assembly}. This
process is an equilibrium reaction which can be
shifted to favour either assembly or disassembly,
depending on the conditions,

ficrotubyle assembly in vive is organized by various
structures which: provide a ha: om which the -
microtubule can proteins known as
or MAP’s, are also

in vitro as cent nawhich tubulin will assemble,
and using thes important: property of microtubuies)
in vitro ~ treadmilling ~ can he demonstiETCES

Generally a microtubule has an assembly end and a
disassembly end. In equilibrium conditions the rate

of addition of tubulind dimers at the assembly end is
exactly equal to the rate of loss of dimers at the
disassembly end and thus the length of the microtubule
l| does not change. However, radioactive labelling of

Example 2. (h = 250)

Fig. 5. Retrieval link destinations. Illustrates the most common case of nested destination places for the same link
source and different values of &
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4. Examples mally simplified and offer only determination
of retrieval link destinations (“Compute link”

The following six examples shown in Figures action).
5-7 present results of our technique applied to
two text documents. The domain of the docu-
ments is cell biology. The retrieval link sources
are presented in inverse text mode. The retrieval

In its automatic variant (determination of 4 us-
ing the percentage of the retrieval link source),

: " . our technique need not change the current user
link destinations after step two are enclosed in | , -
{}. Final link destinations after step threc are 1pterface. The alternative peeds onlyl specifica-
enclosed within the full line. As our aim is to  1On of a number representing the desired length
present the link sources and destinations, we ~ ©Of the link destination (the value of k) in bytes,
do not want to cover with menus the important  text objects or percentage of the destination doc-
text parts. Thus, window options are maxi- ument.

ce llbi3.txt | | cellbizt ot

Quit C_::-m_r_ﬂ.éte fink Quit . Compute link

SLIDING MECHANISM OF CILIARY ACTION, ! TUBULIN ASSEMBLY.

The hasic mechanism of ciliary bending relles upon a One property of microtubules which is vital for their

sliding interaction between adjacent microtubule wi functioning both in cilla and flagalla, and the other b
doublets, requlated by associated proteins (Summers nen~locomotory functions, especially in the mitotic

and Gibhons 197 1), The mechanochemical cycle which l spindle, Is the ability to self-assemble {in a_manner i
produces this sliding can be divided into four stages; similar to that of microfilament assernbly)JThis i

Drocess 1s an equilibrium reaction which can be 4
1) Dynein, attached permanantly to the A—tubule, shifted to favour either PETIGIb I B FE LN [
binds to the B—tubule of the adjacent doublet. depending on the conditions. i
when dynein binds ATP this bond is broken and
dynein arm shortens,

Microtubhule assembly in vivo is organized by FEEWGIH
structures which provige g base from which the
microtubule can grow.[(Certaln proteins known as
Tcrotubule Associated Proteins, or MAP’s, are also
| thought to be involved) They all come under they
3) Dynein bihds to the naxt tubulin dimer of the general heading of Microtubule Crganizing Centres
B — tubule in the absence of ATP. (MTOC’s), These can be isolated from cells and used
4) This is followed by another conformational in vitro as centres on which tubulin will assemble,
change which restores the dynein to its and using these an Important property of microtubules
origina) position and causes the doublets to in vitre - treadmilling — can be demohstrated.
move relative to each other,

i
matlonal change so that the dynein titts
and extends towardsthe disassembly end of the

Generally a microtubule has an assembly end and a

This relationship Is very similar to that of the i disassembly end. In equilibrium conditions the rate i
actin/myosin system in muscle contraction (for a visual of addition of tubulind dimers at the assembly end is
sequance click here). exactly equal to the rate of loss of dimers at the

disassembly end and thus the length of the microtubule
During the beat cycle only half the doublets are active does not change. However, radicactive labelling of

Example 3. (h = 50)

Wil cellbi30.xt %] celibi3ltxt
Quitt Compute link | Quit ;. Compute link
SLIDING MECHANISM OF CILIARY ACTION. sirilar to that of microfilament assembly). This i
4 process is an equilibrium reaction which can be
The basic mechanism of ciliary bending relles upen a = shifted to favour either assembly or disassembly,
sliding interaction between adjacent microtubule w| depending on the conditions.
doublets, regulated by associated proteins (Summers H
and Gihbons 1371). The mechanechemical cycle which Microtubule assembly in vivo Is organized by various
produces this sliding can be divided into four stages: structures which provide a base from which the
i microtubule can grow. (Certaln proteins known as
1) Dynein, attached permanently to the A-tubule, Microtubule Associated Proteins, or MAR', are also
binds to the B-tubule of the adjacent doublet, thought to be involved) They all come under they

when dynein binds ATP this bond is broken and general heading of Microtubule Organizing Centres
the dynein arm shortens. {MTOC’s), These can be isolated from cells and used
el Hy drolysis of ATP/=2 ADP + Pi causes a : in vitro as centres on which tubulin will assemble,
conformational change so that the dynein tiits i and using these an important property of mlcrotubules
the disassembly end of the in vitro — treadmilling — can be demonstrated.

3) Dynein bihds to the next tubulin dimer of the RN Generally a microtubule has ani ORI IEULE)
B — tubule in the absence of ATP, f jsassernbly end. In equilibrium conditions the rate
4) This is followed by another conformational i of addition of tubulind dimers at the assembly pnd is
change which restores the dynein to its i ¥ y equal to the rate of loss of dimers at the
original pesition and causes the doublets to isassembly end and'thus the length of the microtubule
move relative to each other, does not changs, However, radicactive labelling of "
dimers shows that individual molecules are being
This relationship s very similar to that of the £ translocated from one end of the microtubule to the !
actin/myosin system in muscle contraction (for a visual i sther In a continuous exchange process. This process v
sequence click here). requires GTP to occur, it is only an in vitro process. %
t b to be anchored at some

ule iz likely
During the beat cycle only half the doublets are active point in the cell to an MTOC.[Microtubule assembly can

Example 4. (h = 250)

Fig. 6. Retrieval link destinations. Illustrates the case where because of different values of h the destination places are
non-intersected for the same link source
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celibizo.xt
Quit | Compute Ht_ﬂ\:

SLIDING MECHANISM OF CILIARY ACTION,

The basic mechanism of ciliary bending relies upon a
sliding interaction betwesan adjacent microtubule
doublets, regulated by associated proteins (Summers
and Gibbons 1971), The mechanochemical cy<le which
produces this sliding can be divided into four stages:

1) Bynein, attached permanently to the A-tubule,
binds to the B-tubule of the adjacent doublet,
when dynein binds ATP this bond is broken and
the dynein arm shortens,

2) Hydrolysis of ATP ~> ADP + Pi causes a
conformational change so that the dynein tilts
and extends towards the disassembly end of the
B — tubule,

EMDynein binds to the next tubulin dimer of the

B — tubule in the ahsence of AT,

4) This is followed by another conformational
change which restores the dyngin to its \
original position and causes the doublets to
move relative to each other,

This relatienship is very similar to that of the
actin/myosin system in muscle contraction (for a visual
sequence click hers),

During the beat cycle only half the doublets are active

cellbidt o
Quit:  Compute link |

TUBULIN ASSEMBLY,

One property of miarotubules which is vital for their i
functioning both in cilla and flagella, and the other w
non-locomotory functions, especially in the mitotic
spindle, is the ability to self-assemble (in a manner
similar to that of microfilament assembly), This
process is an equilibrium reaction which can be
shifted to favour either assembly or disassembly,
depending on the conditions. i

Microtubule assembly in vivo is organized by various
structures which provide a base from which'the
microtubule can grow. (Certain proteins known as
Microtubule Associated Proteins, or MAP's, are also i
thought to be involved) They all come undar they i
general heading of Microtubule Organizing Centres
(MTOC’s). These can be Isofated from cells and used
in vitro as centres on which tubulin will assemble, £
and using these an important property of microtubules i
in vitro ~ treadmilling — can be demonstrated. i

Generally a microtubule has an assembly end and a
disassembl d.[Tn equilibriu

Example 5. (h =same percentage of the destination document as link source in the source document)

cellbi30.txt
Guit)  Compute link

the dynein arm shortens,

2) Hydrolysis of ATP —> ADP + Pi rauses a
conformational change so that the dynein tilts
and extends towards the disassembly end of the
B — tubule,

3) Dynain binds to the next tubulin dimer of the
B — tubule in the absence of ATP.

4) This is followed by another conformational
change which restores the dynein to its
original position and causes the doublets to
miove relative to sach other,

This relationship is very similar to that of the
actin/ryosin system in muscle contraction (for a visual
sequence click here),

During the beat cycle only half the doublets are active
at any one time. The subdivision accurs in the same
plane as the plane of teating. In the effector stroke
doublets 1-5 are invovled, In the recovery stroks
doublets -1 are involved.

Nexin links between the doublets prevent (RlERULTIEE
froim moving so that, instead of sliding in the ciliurm,
the activity of dynein arms along the ?engf:h of the
cilium leads to bending, If the nexin links are removed
using proteolytic enzymas the microtubules slide [E
each other.

A
\...ﬂ.«r T

cellbi3iaxt
Quit) Comput fink)

TUBULIN ASSEMBLY.

One property of microtubules which is vital for their i
functioning both in cilia and flagelia, and the other -
non—locomotory functions, especially in the mitotic
spindle, is the ability to seif-assemble {in a manner
simifar to that of microfilament assembly). This
process is an equilibrium reaction which can be
shifted to favour elther assembly or disassembly,
depending on the conditions.

Microtubule assembly in vivo is organized by various
structures which provide a base from which the
microtubule can grow. {Certain proteins known as
Microtubule Associated Proteins, or MAP’s, are also
thought to be involved) They all come under they
general heading of Microtubule Organizing Centres
{MTOC’s), These can be isolated from cells and used

in vitre as centres on which tubulin will assemble,
and using these an impertant property of microtubules
in vitro — treadmilling — can be demonstrated.

Generally a microtubule has an assamhly end and a
disassembly end IO R s
dition of tubulind dimers at the assembly end is
ezactly equal to the rate of loss of dimers at the
disassembly end and thus the length of the microtu
LR AAE G H ow ever, radicactive labelling of

Example 6. The link source is the lipk destination from the example 5.

Fig. 7. Retrieval link destinations with automatic determination of h. Illustrates expected non-symmetry of the
operation

The first example in Fig. 5 shows retrieval link
source and destination of one sentence. The
destination is determined for # = 50 which ap-
proximately corresponds to one sentence.

In the second example the destination is deter-
mined for 4~ = 250 which corresponds to the
group of sentences or a small paragraph.

These examples show the most common case
when destination document parts are nested de-
pending on the length of the destination.

The third (h = 50) and fourth (A = 250) exam-

ples in Fig. 6 show the case where, because of
the different length of the destination (different
values of ), we have non-intersecting text in-
tervals as the optimal retrieval link destinations
for the same retrieval link source.

The last two examples presented in Fig. 7 are
produced by using automatic determination of
the length of the retrieval link destinations. The
his determined in such way that the destination
interval occupies the same percentage of the
destination document as the link source inter-
val in the source document. The sixth example
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uses a retrieval link destination from the fifth
example as the retrieval link source to illustrate
the expected non-symmetry of the operation.
This non-symmetry is based on the possibility
that found destination has other important terms
whose influence can result in different source
part when link is resolved “backwards”.

The link following action, common for all hy-
pertext systems, is the natural place for activat-
ing the procedure of determination of optimal
retrieval link destination. The user marks a part
of the current text document determining his or
her query and selects “Compute link” from the
action menu. The system will determine a num-
ber of most relevant documents to the query us-
ing document indexes and the standard retrieval
strategy. Then, the procedure of determination
of optimal destination within the determined
documents takes place. Finally, the user will
be led to the document with the optimal desti-
nation and positioned at the located document
part. Actually, the similarity between query and
whole documents is performed as a preparation
task for finding important terms and initial doc-
ument selection and ranking. This corresponds
to the concept of global/local text comparison
proposed in (Salton et al., 1993a) and increases
the probability that “relevant document parts”
will be found sooner.

4. Conclusion

In this paper, we have considered a technique
for the automatic determination of appropriate
retrieval link destinations within documents in
a hypertext system. For that purpose, an ef-
ficient technique which uses density estimation
of important term weights within the destination
document has been proposed.

This density estimation can be seen as a kind
of similarity measure between the query and ar-
bitrary document parts, which uses only query
term weights, normalised by the length of the
corresponding document part. The power of
such a similarity measure is in local text com-
parison where we do not dispose of the real
document term weights.

In essence, the results of our technique are very
close to others which use document decomposi-
tion and to obtain similarity treat each document

part as a document itself. In most cases, the re-
sults will be the same, because the interval with
maximal density of the important term weights
will produce the maximal similarity with the
query as the important terms have high weights
in the query and exist in the corresponding docu-
ment part. However, our destination is not con-
nected to fixed text objects (section, paragraph
or sentence). The approach to the problem us-
ing the concept of density makes our technique
more elegant and simple to use. It seems diffi-
cult to achieve the advantages of our approach
by straightforward application of an IR tech-
nique to smaller document parts which is the
basic intention of other proposed approaches.

We believe that our technique can be useful in
all situations where it is necessary for a given
query to determine the most relevant part of a
document.
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