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This paper reports on the simulation results of a heuris-
tic solution to the station allocation problem in a tree
topology Local Area Network (LAN). A local network
is a data communication network where communica-
tion remains confined within a moderate sized area,
such as a plant site, an office building or a university
campus. Tree LANs with collision avoidance switches
and multiple broadcast facility have, recently, become
popular due to their suitability for high speed light wave
communications. Given a tree LAN with fanout F and
given the total number of stations N to be connected,
a combinatorial optimization problem arises regarding
how to allocate the stations to the leat nodes so that the
total system availability (a network performance criteria)
is maximized. This is known as the optimal station
assignment problem. In this paper, it is formulated as a
non-linear optimization problem which can be solved by
the Lagrangean relaxation and the subgradient optimiza-
tion techniques. A simple heuristic is developed based
on these techniques. The simulation studies show that
the proposed heuristic is relatively fast operating only in
a subspace of the complete solution space.

Keywords: LAN, tree topology, multiple broadcast pro-
tocol, concurrent transmissions, Lagrangean relaxation
and subgradient heuristic.

1. Introduction

A Local Area Network (LAN) is a data com-
munication network, where communication re-
mains confined within a moderate sized area
and which supports high data rates ( > 10
Mbps) over a communication medium which is
shared by all network participants [1],[13],[15].
Conventional LAN topologies are ring and bus
[1],[13]. Today, most of the operational LANs
belong to either ring (e.g.,Cambridge ring) or
bus (e.g.,Ethernet) topology. Ring LANs use
token ring or slotted ring or message insertion

protocol, and bus LANs use CSMA /CD or to-
ken bus protocol. Reliability is a major concern
with both the bus and ring topologies, which use
either redundant paths or fail-soft bypassing to
cope with the problem of node failures [1].

Sometime ago, a tree topology was proposed for
high speed light wave LANs by various groups
[2]-[5], as a modification of the broadcast star
network [6]. Tree LANs (TLANs) with col-
lision avoidance (CA) switches [3] have sev-
eral advantages [2]-[5],[10]-[12]. In contrast
to a ring or a bus network, a recursively de-
fined tree-based network [7]-[12] is adaptable to
various purposes and applications within a lo-
cal environment. For instance, a tree network
is most suitable for a client-server architecture
where server resides at the root and the clients
at the leaves [10] [11]. However, in this paper,
we consider communication between leaf nodes
only i.e., the root node is just another switch-
ing point. All the clients and servers reside at
the leaves. This is the original architecture for
which TLANs were proposed [2]-[5]. In addi-
tion, a tree network provides a high degree of
fail-softness, high bandwidth utilization, low-
delay characteristic, simple access protocol and
modularity (flexibility) in design. One major
weakness of the tree topology is that the com-
munication between different nodes and links is
very much interdependant. So, from the relia-
bility point of view, a tree, being a minimally
connected graph [8], is highly susceptible to a
single node or link failure which may even to-
tally block the operation of the whole tree. To
get rid of this problem, several reliable tree ar-
chitectures for TLANs have been proposed in
the literature [7], [10]. They are characterized
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by their high degree of fault tolerance and their
capability of maintaining concurrent transmis-
sions [5] even in the event of multiple failures.

Recently, in order to satisfy the increasing de-
mand of wider bandwidth communication at
high speed, much attention has been devoted to
new LAN topology, such as the tree, where con-
current transmissions are possible. Extension
of this type of tree LANs (TLANs) has been
described in literature both for interconnecting
user stations in large geographical areas and for
carrying different types of traffic (e.g., voice,
video, fac-simile, real time data, high resolution
graphics etc.). To this end, TLANs have been
conceived utilizing fiber optics as transmission
media, for instance, in Hubnet [10] and in Al-
beronet [12]. The station assignment problem,
however, is not addressed by the researchers in
these works [2]-[12], excepting the Reference
[8]. In this paper the problem has been formu-
lated as a nonlinear optimization problem and
it has been solved using Lagrangean relaxation
followed by a subgradient optimization heuris-
tics. No recent literature, excepting our previ-
ous work [19], has addressed the problem from

the non-linear combinatorial optimization point
of view.

The objective of this paper is to investigate op-
timal partitioning of a tree-based network, also
known as a Lookahead network [4], as shown in
Fig. 1. Given the total number of stations to be
connected by a TLAN, it is required to find out
the optimum number of levels vis-d-vis fanout
(i.e., arity) in the tree such that some perfor-
mance constraint of the network is optimized.
This is important for practical implementations
where the laying of fibers is restricted.

2. Network Topology and Transmission
Protocol

The structure underlying a TLAN is modeled
by a rooted tree [14] (also known as an oriented
tree) whose vertices represent communication
switches and edges represent communication
links. Formally, a rooted tree 7" is defined as a
connected undirected graph (V, E’, with a set V
of m vertices and a set E of (m — 1) edges so
that one element » in V is specified as its root.

N

Fig. 1. Hierarchical Layout for Lookhead Network
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The choice of r induces direction on the edges
of the free tree T. From now onwards, we use
the tree instead of a rooted tree when no ambi-
guity arises. Given two vertices vy and v, vy 1s
an ancestor of v, (equivalently, v is a descen-
dant of vy ), iff vy is a vertex on the unique path
from v, to r; moreover, if vy is the first vertex
on such a path, then it is called the father of v,
(equivalently, v, is called a child of vi). The
number of descendants of a vertex v is called
the fanout of the vertex V. If all the vertices in
a tree have an identical fanout, then the tree is
called uniform (or symmetric); otherwise, the
tree is called nonuniform (or, nonsymmetric).
In a uniform tree, the common fanout also de-
fines the airty of the tree. The depth of a vertex
v is the number of vertices on the path from
such a vertex to r and it is denoted by d(v). The
number L = max{d(v),v € V} is called the
level of the tree. A uniform F-ary tree is a tree
in which every vertex at a depth smaller than L
has I children, whereas all vertices at depth L
are leaves.

In a tree network, the network components are
identified as different elements of V and E. We
assume, in our network, that stations, switches
and communication channels are represented
by leaves, branch vertices and edges, respec-
tively. The channels are bi-directional, and
the switches are Collision Avoidance Multiple
Broadcast (CAMB) switches [2]-[5],[12]. The
stations are connected to leaves at depth L, and
there are P stations per leaf. Station and switch
protocols for the Collision Avoidance Multiple
Broadcast (CAMB) tree LANs have been given
in details in [5] and [12]. The edges considered
are all full-duplex channels so that, in general, a
switch is connected by a single full-duplex line
to its parent switch and also by a set of full-
duplex lines to its children. It is to be noted that
the root switch has children connections only.
A packet sent by a station climbs up the tree
until it reaches its proper ancestor and then gets
broadcast down by the ancestor to the subtree
below it. The proper ancestor of a packet is the
switch which roots the minimal subtree contain-
ing both the leaves which are connected to the
source station and the destination station of the
packet.

Except for the root switch, the architecture of
a CAMB switch in a TLAN consists of an Up-
link Selector (US), an Address Decoder (AD)

and a Downlink Broadcaster (DB)[5]. The root
switch does not have an AD for obvious rea-
sons. The US randomly selects one of the con-
tending children uplinks and disables the rest,
thus avoiding the collision among the incoming
packets. The packet, arriving on the selected
uplink, is forwarded by US to the AD which
finds out from the packet header whether the
switch is the proper ancestor of the packet. If
yes, then AD passes the packet to DB, provided
the latter is free; if DB is busy, AD discards
the packet because switches have no buffer to
store packets. If no, then AD simply passes the
packet to its uplink. DB gives higher priority [3]
to the packets obtained from its parent downlink
in comparison with those obtained from its own
AD, and so DB preempts the broadcast of an
AD packet by a packet from its parent switch.
This ensures that a packet, once broadcast by
its proper ancestor, does not get blocked in the
midway.

3. Optimization of TLAN

A tree or Lookahead Network [4] offers many
advantages suitable for a LAN environment.
However, before a practical and efficient system
can be constructed, optimization of key LAN
parameters needs to be investigated. One such
parameter is the availability of a network. Fail-
ure (or down time or non-availability), N, is de-
fined as the steady state probability that a com-
ponent in the system has failed, and availability,
A, is defined as the steady state probability that
a component in the system is operational. That
is, N+A=1,0r A=(1—-N) and N=(1-A). (1)

As the number of leaf nodes (or stations) ap-
proaches an arbitrary large value M, and, con-
sequently, increases the number of levels, L, as
shown in Fig. 2, the optimum values of fanout F
and partition P will offer a maximally available
network. This is known as fanout and partition
analysis [8]. It is to be noted that the value of
partition P is the number of resources connected
in series [8] to a single leaf as shown in Fig. 2.
The availability of the network, as the number
of nodes (M) increases, need to be described
for the analysis of the optimum conditions. So,
before starting the fanout and partition analysis,



4 An Optimal Station Allocation Policy for Tree Local Area Networks
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Fig. 2. Tree Network

a mathematical model for the availability of a
tree network system is developed.

For a Lookahead Network, as shown in Fig. 2,
four different failures are possible [8]. They
are as follows: i) Facility failure, Ny, defined
as the steady state probability that a node in-
tended to be accessed by another facility has
failed, i) Non-catastrophic failure, N,., defined
as the steady state probability of failure of a node
which has successfully bypassed itself from the
network (i.e., by transmitting a logical “1” into
the propagate line and disabling the generate
line); iii) Catastrophic failures, N, , defined as
the steady state probability of failure of a node
which has successfully bypassed itself from the
network (i.e., random transmission a logical “1”
and “0” into both the propagate line and the
generate lines) and may affect the whole ac-
cess mechanism, thereby disrupting the normal
operation of the network, and iv) Switching fail-
ures, N, defined as the steady state probability
of failure of switching components inside the
distribution panel [2].

Assuming that the probability of failures Ny,
Npe, Ne and Ny is statistically independent of
each other, from the Total Law of Probability
8], derive an expression for the availability of

the complete Lookahead System, Agys, Which
can be derived as:

A.s'ys = AfAH!C(AC) [(AS)F] (2L~1) (2), where
Ap =1 =Wy,
Ape =1 _Nuc:
AC == 1 _N(.‘:
and
A; =1-—Nq.

The heuristic considered in this paper optimizes
Agys- The values of A’s normally range between
0.8 and 1.0.

4. Definition of the Optimization Problem
and the Solution Technique

The following notations are used to describe the
problem:

M = Total number of nodes
F = Fanout of a uniform tree
P = Size of partitions

Asys = Total system availability
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= Lagrangean multiplier vector

Lagrangean

t“"'}>’1

= Number of levels
A = Availability
N = Non-availability (i.e., failure) = 1 — A

7= (i1,i2,...,ix) = Kth level tree identi-
fied by a vector of ancestors, K € [0,L — 1]

Ck(Tk+1) = Lth level tree which includes
(K-1)th level sub-trees

HK(fK+] ) = the size OfCK(?K+| ), K¢ [O,L—l]
n;, = the size of the L-th level subtree

In this section, we first present the optimization
model for a general non- symmetric tree having
non-identical fanouts for vertices. Since this
model is too hard to solve analytically [17], we
next reduce the model for a symmetric case (i.e.,
uniform tree) and present a solution procedure
thereof.

A kth-level cluster, Ck , is recursively in terms
defined as a set of (k — 1)th-level clusters.
Ck corresponds to a node at level & in a tree.
According to the Dewey notation [18], a O
kth level cluster is represented by a vector of
predecessors, ix+1 = (fm bmt1s- - -, ik41) and
Ck (74 1) identifies Cx. The index i,, indicates
the (m — 1)st-level cluster to which Cg belongs;
I,,—1 indicates the (m — 2)nd level clusters and
so on. The size of a kth level cluster, Ck, is
defined as the number of (k — 1)st-level clus-
ters which are included in Cg. The size of
Ck (Tx+1) is denoted ng(ix4+1) and we define
that g = Ak (Tk+1), where 711 is the vector of
sizes of all the kth level clusters. It is also as-
sumed that i = (#y,Ha, . . ., M,y ) 1S a size vector.

With the above discussion, we write the non-
linear optimization problem for a non-symmetric
network as follows:

Maximize: i
Asys = ApAnc(Ac)P[(As)F] D) 3)
Subject to:

‘ 1 (0L) na(7) ny ()
M=PT =1 5 55 (@)@

=1 is=1 dj=l

L8 (5)
Foi (6)
Age < 1 (7)

As mentioned earlier, the above maximization
problem is difficult to solve due to the constraint
equation (4). So it would be useful to simplify
the model for a uniform tree which is normally
acceptable in TLAN designs.

Given a uniform tree architecture with fanout
F, levels L and partitions P, M number of sta-
tions are to be connected to the tree as its leaves.
The problem is how to partition the stations (i.e,
to cluster the nodes) so that the total availabil-
ity (or reliability) of the network is maximized.
We assume a symmetric network having identi-
cal links and switches, and further assume that
all stations are at the same level of the tree.
Since there are L levels and the tree has a uni-
form fanout of F, the number of switches at
level L is FL. If P stations are connected to
each such SW1tch the total number of stations
becomes PF which must be equal to M, 1.e.,
M = P(F)t. The problem can then be posed ds
follows.

Maximize: Agys = AfAnc(Ac)P[(As)F]QL”)

Subject to: M = PF" (8)
L=3 (9)
F>2 (10)
Ags < 1 (11)

The constraint equations (8), (9) and (10) are

self-explanatory. It is to be noted that O the

equation (8) is a special case of the equation (4)

because when ng = F and n((7]) = n(i2) =
g = nL_](?L_]) = n;, = L, then

M= PZZZF PHF PF",

ij=lu - g=1i=l

We write the Lagrangean relaxation G of equa-
tion (3), subject to equations (8) and (9), as
follows:

G(%, P) = ApAne(Ac) (412D

+ A (=M + PFY + A (F — 2)
where, A1 and A, are Lagrangean multipliers.
Differentiating G partially with respect to P and
equating the differential to 0, we obtain

8G/OP = ApAuc(Ac)" (InA)[(A5)"ET
+ MFY =
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or,
(4)" = —MF" [ArAnc(lnAc)[(4,)7] 2

Finally,
Pi= ln(—}\,])

— In(AfAnc(InA.)[(As) )1 /FL) [ 1ogA.
(12)

We have solved equation (12) for P by a subgra-
dient optimization technique. In this technique,
we consider that A* be an optimal solution of
Lagrangean relaxation. The subgradient opti-
mization algorithm derives lower bounds on the
optimal primal function &. In this technique,
the gradient method is used by replacing the gra-
dients with subgradients. If an initial multiplier
10 is given, the following expression generates
a sequence of multipliers:

AT = A" 4 5, ((PFY)" — M)

P is obtained from an optimal solution to La-
grangean relaxation G and ¢,, a positive scalar,
is stepsize. The expression of ¢, is:

th = 8a(Asys — G)/{(PFL — M)?}1/2

where §,, a scalar, satisfies 0 < 8, < 2. Ini-
tially, , is taken as 2 and then it is halved when
G does not improve in a given number of con-
secutive iterations. The subgradient algorithm
terminates either if it reaches one of the follow-
ing conditions:

(i) the gap between A,y — G is within a specified
limit or,

(ii after 300 iterations

The flow-chart of the algorithm is given in the
following Fig. 3.

I

)
I Initialization |
Is FLAG N Write
True? ouTPUT

|

Call Subgradient function to
update gradient vectors,
Lagrangean multipliers and step size.

|

Call degree function to calculate
P,L and F

Call Lagrangean function to
calculate lower bound

|

I Call objective function to find out A:I

’ Is one of the termination criteria satisfied

N

Y

|Set FLAG False|

Fig. 3. Flow-chart of subgradient algorithm
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5. Resulis

We have tested our method on several example
networks of varying sizes between 50 to 1000.
A typical LAN usually does not contain more
than 1000 stations. The results are summarized
in Table I and Table II. The availability param-
eters are assumed to be Ay = 1.0, A, = 1.0,
A.=1.0and A; = .95.

As the number of stations grows, both L and F
tend to grow to make P optimum. But, for a
fixed M, if P decreases, then the total system
availability decreases. This is expected because
a low value of P means more switching nodes.
So, the chance of failure then increases.

For a fixed number of stations, total system
availability decreases with the increase in ei-
ther fanout or number of levels. Increasing the
number of levels L increases the depth of a tree
LAN, and this, in turn, causes a corresponding
increase in the round trip delay. So, to minimize
delay, L should be as low as possible. Again,
in order to make a switch design less complex,
the fanout F should not be too high. However,
lower values of F' and L make the value of P to
be quite high (of the order of tens) which may
not always be acceptable.

Figure 4 shows the plot of Asys versus M, for
F = 3, L = 3 and optimum values of P, in
each class of M . It is evident from Figure
4 that the total system availability increases
as we expand TLAN from 50 stations to 300

P A |

M [F[L
50 [3(2]5.77 0.80
3 1.90 0.40
100 |3 (3 [3.74 0.66
200 33 | 7.42(P,,) | 0.94
4249 0.48
300 |3 4 |3.73 0.48
500 |43 781 0.75
42.08 0.29
1000 | 4 [4 [3.96 0.34
Table |

stations, while maintaining an optimum parti-
tioning scheme. The maximum availability is
reached somewhere near M = 200 when P = §.

Fig. 5 also shows Ay against M. While Fig. 4
is drawn for fixed values of F and L, Fig. 5 is
drawn for optimum values of all P, F and L. In
this graph, Asys normally decreases as we ex-
tend a TLAN by incorporating more and more
stations.

Since for large networks the system availabil-
ity becomes poor, a better approach will be to
partition the network into smaller clusters and
optimize the station allocation policy for each
cluster. This will be a hierarchical design of
large TLANSs the global optimization of which
is the topic of our future work.

M Vs Asys

Figure 4

>

| F=3, L=3 and
o LBopt=7.42
]
<
o 024
0 } } :
50 100 200 500 1000

P T R

Fig. 4.
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M Vs Asys
Figure 5
1
i 0.8 1
1 0.6
>
< 0.4
02t
. 0 : ; : :
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Cammmnn M--enemm >
Fig. 5.
allocation to tree LANs can be formulated as a
M |L[F Foe| P Popt | Agys non-linear optimization problem, as shown in
50 [213] 4 |577|321=4] 08 this paper. A straightforward heuristics, based
4 3.21 0.73 on the subgradient optimization technique, is
5 2.01 0.56 developed to solve the problem. It works well,
100 [2[4] 4 |631][631~7|0.98 even for large tree networks with about a thou-
5 4.01 0.67 sand stations. The system availability also re-
200 [3]3| 3 |7421742~8|0.94 mains within acceptable limits (Asys>0.5) for
4 3.13 0.58 small number of levels and lower fanout ranges.
300 [3 (4] 4 14.69]|4.69~5]0.56 A partitioning technique is currently being for-
5 2.42 0.34 mulated for bigger networks with more than a
500 [413] 3 [6.17]6.17=7]0.61 thousand stations in order to make the system
4 2.08 .29 as much as possible.
10004 (4| 4 [3.96|3.96~ 0.34
References
Table 11

6. Conclusion

LANs provide shared access to resources in a
fashion which allows efficient use of the techno-
logical trend of the decade. There is a number
of topologies, access methods, media, hardware
designs, and software designs being developed
to achieve the full promise of LANs. In this
paper, we have concentrated on the most re-
cent emerging topology for high speed LANS,
namely the tree, and their station allocation
problem.

In near future, LANs will play an important role
in B-ISDN [1]. However, most of the present
LAN architectures are not designed with an eye
to B-ISDN, and, hence, they may find it difficult
to accommodate themselves in B-ISDN. Tree
LANs are free from this apprehension. Station
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