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In this paper a new method of modeling 3D-objects for
the interpretation of range images is described.

Inrange data it is possible to detect surface patches, edges
and 3D-vertices by local and thercfore fast operations.
Recognition of an object is done by associating these
structures with one element of a set of possible objects.
For that it is necessary to use an adequate description
of objects which supports fast matching. In this paper
a model is presented, which represents an object by
surfaces, edges, vertices and neighborhood relationships.
The representation of the objects is restricted on those
surfaces, which are easy to detect by the used range
Sensor.

A further requirement is a fast and easy interactive con-
struction of object models which assists human demands
and thus reduces the costs of providing and maintenance
of the object database.

Keywords: range data, range image, depth data, surface
patch, edge, vertex, neighborhood.

1. Introduction

Today object recognition and pose estimation is
an urgent problem in automation. In industrial
environments the shape of objects is known a
priori. In most cases they are rigid and often
they have plane surfaces, bolts or at least drill-
holes for the assemblage. But the recognition
has to be fast and efficient. Also the objects
may be rather similar so it can be impossible to
make a distinction based on a single view.

Recognition and pose estimation requires the
matching of structures in an image with corre-
sponding structures in the model. As the num-
ber of comparisons necessary for this process is
very large, it is urgent to optimize the efficiency

of this operation. So the goal of this work was
to optimize the number of parameters that have
to be compared, already in the modeling phase.

Several approaches use geometric primitives
like vertices, edges and surfaces for object recog-
nition [8, 10, 15, 16]. Additional informations
about objects are topological characteristics [20)]
which can also be used. To increase the effi-
ciency of the feature extraction process, a re-
striction on small areas of the range image and
local structures of the model is made [6].

In this work we introduce a method of mod-

eling three dimensional objects suitable for fast

recognition of objects in industrial environments.
The model consists of plane and cylindrical sur-

faces which are very common. The restriction

on geometric structures reduces the number of
parameters relevant for the matching. But the

modular structure of the model allows the ad-

dition of every surface description that may be

useful for future applications.

2. Acquisition of Depth

There are several approaches for the acquisition
of depth (e.g. the distance between an object
point and the focus of the camera) (2, 21, 12].
The photogrammetric computation is based on
triangulation. Passive systems use two or more
cameras [12]. Active systems use laser scan [2]
or patterned [3], coded [21, 18] or structured
light combined with a single camera (Figure 1).
Recent research deals with active vision by fo-
cusing, zooming or moving the camera. The
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resulting image sequences are used to evaluate
depth.

object space

projector camera

Fig. 1. The Coded Light Approach (CLA)

The result of those methods are very similar. It
is always a two dimensional picture containing
depth values instead of grey values (Figure AN
This kind of of data is also called 2% dimen-
sional data.

Fig. 2. A typical range image. Grey values arc discrete
depth values. Black pixels contain no information about
the object.

The process of fitting three dimensional mod-
els with range data is very time consuming. So
a first step is to detect areas of interest by a
very easy and therefore fast algorithm. The
next step is to detect single geometric features
in the neighborhood of those areas of interest
(Figure 3).

Fig. 3. Four detected patches of plain surfaces

Tools for detecting plain or cylindrical surfaces,
edges and vertices exist [9]. In contrast to two
dimensional images the range data yields three
dimensional coordinates of vertices, also orien-
tation of edges and surfaces and area of visual
surface patches [7]. Additionally, it is possible
to detect whether a found edge is a ridge or a
step. A ridge links two surface patches thus
defining a neighborhood. If the edge marks a
step, the step is also found in depth data and the
neighborhood in the image is just caused by the
viewing angle.

3. Geometric Model

The geometric model, the abstract world, is a
description of a set of objects.

The structure of a model depends on its inten-
tion. In our case it is an abstract description of
those parts of the real world objects, which can
easily be detected in the range data. The grey—
filled boxes in Figure 4 represent the knowledge
we got by analyzing the range image. We are
able to detect this primitives. Now object recog-
nition is the determination to which object the
found structures belong.

The modeled world is a set of objects, which
are made of surfaces, edges, vertices and neigh-
borhood relations between surfaces. The basic
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Fig. 4. Motivating the model by detectable primitives

structure of the model is a tree (Figure 5). Fig-
ure 5 is very similar to Figure 4 because

e it is necessary to model anything we can de-
tect,

e it is not useful to model anything else, be-
cause of runtime, memory, time for modeling
and so forth.

The nodes of the tree are geometric elements
like edges and surfaces. The edges of the tree
represent the relation “belongs to”. Vertices
belong to edges, edges belong to surfaces and
surfaces belong to objects. When an edge be-
longs to two different surfaces, this fact impli-
cates neighborhood of those surfaces. The tree
itself is thus a representation of the structure of
an object. The leaves are vertices and consist of
three dimensional coordinates. Each object has
its own object coordinate system (OCS) and all
vertices are defined in this coordinate system
(Figure 8).

4. Edges

At the moment four types of edges are used.
They are very common and there exist methods
to detect them in range data.

1. Straight Edges are easy to detect and easy
to describe. They are the basic constituents
of polyhedrical models. A Straight Edge
is defined by start and end vertex. Derived
parameters are length and orientation.

2. Virtual Edges were introduced because of
syntactical reasons. They can be used to de-
fine edges which are too complex to define.
So the meaning is:

World

(set of objects)
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=}
\ g
5
E
surface | °** *<+ |surface a2
<

edge | *== | edge
w
%]
]
=
=
—_
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Fig. 5. The basic structure of the modeling conception

e “There is an edge but I do not know how
to describe it.”

e “If you find something in the image, do not
use it.”

The second use for them is to add inter-
nal contours like drill-holes. Drill-holes are
modeled because they are very characteristic
and thus useful for the object recognition.

3. Round Edges are straight surface bound-

aries plus information about the neighbor-
hood. They are a way to describe bends or
flexures. Such structures are common in in-
dustrial environments (Figure 7).

Round Edges are links between two surface
patches, where we are not able to describe
the interspace. But if we do no want to lose

straight S B e
" T ——— e e g
virtual S e
S e

round T —
s’ e’

circular S c 7

Fig. 6. Four types of edges
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Typical industrial objects

model

Fig. 7. Example for the edge type Round Edge

the information of those two surfaces being
neighbors, we have to define an edge that
consists of three parts:

1. the boundary of the surface,
2. the boundary of the neighbor surface
3. and information about how they are linked.

There are only straight Round Edges, so the
linked plane surfaces normally have a line of
intersection.

4. Circular Edges are needed to describe cylin-
drical surfaces or drill-holes in surfaces.

As the used tools are able to compute center,
radius and orientation of circles it is useful not
to approximate circles by polygons. Circular
Edges are represented by start and end vertex
plus center. Circle parameters like radius and
orientation are derived from this data.

An edge has two independent characteristics:

1. geometricstructure: straight, circular, spline,

2. visibility: not visible, visible, detectable.

As some combinations between geometric struc-
ture and visibility make no sense, it is not useful
to model all of them. In case of the straight
edges the meaning and also the structure of an
edge is different for each type of visibility (ta-
ble 1). Not visible circular edges make no dif-
ference to the straight Virtual Edge, because
the geometry of invisible edges does not matter.

Round edges with circular geometry may be a
useful addition, but as there was no example ob-
ject with this characteristic, this edge type 18 not
defined yet. It is very easy to add this edge type
to the model, if necessary. So this is an exam-
ple for the advantage of the modular modeling
concept.

A special problem for the object recognition is
the visibility of surface boundaries. The transi-

edge geometry visibility
Straight Edge || straight | visible or detectable
Virtual Edge straight not visible
Round Edge straight detectable
Circular Edge || circular | visible or detectable

Table 1. Geometry and visibility of the four types of edges
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Fig. 8. An object with Plane Surfaces and Cylindrical
Surfaces. The entire surface of this object is modeled.

The object coordinate system (OCS) is in the front
corner.

tion from a surface patch to the rounded inter-
section may be very smooth, see Figure 7. A
similar edge is E4-ES in Figure 8 where a cylin-
der patch turns into a plain patch. Although
those edges are not visible in grey images, they
are detectable in range data as they mark the
border between surfaces of different character-
istics. A problem is that they may be very inac-
curate. Their position may depend on the point
of view.

5. Surfaces

The described tools are able to detect plain and
cylindrical surface patches, so these are the two
existing kinds of surfaces.

The addition of more surface models, if corre-
sponding detection tools are developed, is in-
tended.

Both surface types are bounded by edges, so
they are described by a closed loop of edges.
This means that the end of one edge is the start
of the next one. The end of the last edge is the
start of the first.

Plane Surfaces are finite parts of a plane. An
infinite large geometric plane is cut in two parts
by a closed loop of edges (Figure 9). The parts
with the finite area is the inner side. All bound-
ing edges and their vertices are in this plane.
The orientation of Circular Edges is identical
to the surface normal.

Cylindrical Surfaces (Figure 10) are defined
as follows:

e They consist of two Circular Edges. If the
Circular Edges are arcs, we say it is a seg-
ment. In this case the arcs are connected
by Straight or Round Edges, otherwise the
connections are Virtual Edges.

e The centers of the Circular Edges are form-
ing the axis and both Circular Edges are
perpendicular to this axis.

e One of the Circular Edges may have radius
zero. In this case we say it is a cone.

The number of surface types is not restricted.
If a new tool for detecting a certain structure
in the range data is developed, a new surface
model may be added.

plane surface 1

/ plane surface 2

Fig. 9. Example for the surface type Plane Surface
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Fig. 10. Examples for the surface type Cylindrical Surface. Cone segment, frustum segment,
frustum, cylinder, and cylinder segment.

6. Results

The described 3D model is realized by several
applications introduced in this section. They
were implemented in C under UNIX and work
together with the 3D robot sensor introduced in
section 7.

o File format

The file format is a readable text. The syn-
tax is rather easy and described explicitly in [5].
Figure 11 shows an example.

All vertices are defined by their three dimen-
sional coordinates in a so called object coordi-
nate system. This is just for defining the object
and may be chosen freely.

An object is defined by its surfaces, so the
definition is just a list of surface definitions. It
starts with the number of edges and the surface
type, e for Plane Surfaces and z for cylindrical
surfaces. The actual definition consists of num-
bers of vertices and parameters for the edges
alternating with each other. The following ex-
ample definitions are surfaces of the object in
Figure 11.

yAY 11
surface with hole:
7 e 4 al16,17] Tg6 gb g4 v

23 ki 23 v
small triangle:
3 e 32 g 6 g 7 al2,29]

front:

6 e 4 g b5 g 16 g 12 al12,0] 0
g 1 al1i,4]

drill-hole:

4 zi 22 k0 22 v 26 k4 26 v

e Data structure

The data structure is designed for fast access.
The structure is very similar to that in Figure 5,
but there are some additional information and
derived parameters added.

e Library

A library for IO operations (box “IO” in
Figure 12) maintains a database of objects,
computes the additional parameters, adminis-
ters files and the data structure.

geometry circular edges radii straight edges
cylinder circles equal virtual
cylinder segment arcs equal straight or rounded
cone circles one equals zero virtual

cone segment arcs one equals zero | straight or rounded
frustum circles unequal virtual
frustum segment arcs unequal straight or rounded

Table 2. Special cylindricals and their structure
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Fig. 11. Example object with vertex numbers

CAD data AutoCAD application(s)
- | ) ¥ ¥ ¥
i+ DXF/IGES MWE data structure
_____ ; RS 2l + *
filter IO graphic
Y Y * ¥
filesystem transform parametersé
¥
D< hardware = draw

Fig. 12. Overview of the implemented system

e Visualization

The visualization is a graphic tool for the
display of results. It is also an example for an
application (box “application(s)” in Figure 12)
using the library.

It simulates the way in which the camera
takes pictures of the world. Using the model of
the objects and the evaluated object- and pose—
hypothesis, it is possible to overlay the results
of the pose-estimation to the original (depth or
grey) image. This allows interactive verifica-
tion of the results.

Figure 13 shows a typical result of this visu-
alization tool.

e Graphic editor

The interactive construction of objects re-
quires a three dimensional graphic editor with

! AutoCAD is a trademark of Autodesk AG.

syntactic user guidance and semantic check of
the constructed objects. This editor is called
MWE (model world editor) and as you see in
Figure 12 (box “MWE?”) it is attached to a CAD-
system (box “AutoCAD”!). This CAD-system
offers the possibility to add applications which
use the graphic interface of the system.

Figures 7, 8, 10 and 11 are output of this
editor.

7. The 3D Robot Sensor

The modeling conception presented above was
developed as a part of a 3D robot sensor system.
The complete system is described in [17, 19].
But it is not restricted to this system, it should
work with any kind of range data and most
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model overlayed to the depth image

Fig. 13. Visualization of object and pose-hypotheses

recognition strategies. So the following is just
an example how the model can be used.

The 3D robot sensor allows the generation of
range images of a scene on request. Therefore
the camera is attached to the gripper of a robot.

Recognition and pose estimation are based on
local constellations of geometric scene primi-
tives as described above. They are matched
against corresponding structures in the model.
As the number of comparisons which are nec-
essary for this process is very large, it is urgent
to optimize the efficiency of this operation.

e By modeling only parts of the object the
number of comparisons is reduced.

e The tree structure allows very fast access.

e Compared parameters (e.g. the angle be-
tween two neighbor planes) are preprocessed
and provided by the model.

e The restriction on geometric primitives re-
duces the number of parameters which are to
be compared.

e Forevery combination of primitives (e.g. two
Plane Surfaces plus angle) the frequency of its
appearance in the whole model world is cal-
culated. Using this measure it is possible to
search first for the most unusual and therefore
most characteristic features.

The whole recognition process is controlled by
a hypothesis generation /hypothesis verification
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Fig. 14. 3D robot sensor system

scheme [11, 13]. After analysis of a first image, = References
there may be multiple hypotheses for one object.
To choose the right one it may e.g. be necessary
to see the back of the object. As the camera
is attached to a robot (Figure 14), it is pos-
(1] BRUCE R. ALTSCHULER, editor. Three-d machine

sible to acquire additional views of the scene.
Many problems with 2]2 dimensional data can

be solved in this way, especially in industrial
environments.

8. Summary

Summing up, the described method of model-
ing 3D objects for the interpretation of range
images has the following main features. It is
very suitable for industrial environments, where
every object has some geometric primitives in
the shape of the described surface models. The
model represents circles, cylindricals and neigh-
borhood which is very useful with the used
range data. The modular structure allows the
addition of new edge and surface models.
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