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Fraud detection has received considerable attention 
from many academic research and industries world-
wide due to its increasing popularity. Insurance data-
sets are enormous, with skewed distributions and high 
dimensionality. Skewed class distribution and its vol-
ume are considered significant problems while analyz-
ing insurance datasets, as these issues increase the mis-
classification rates. Although sampling approaches, 
such as random oversampling and SMOTE can help 
balance the data, they can also increase the computa-
tional complexity and lead to a deterioration of mod-
el's performance. So, more sophisticated techniques 
are needed to balance the skewed classes efficiently. 
This research focuses on optimizing the learner for 
fraud detection by applying a Fused Resampling and 
Cleaning Ensemble (FusedRCE) for effective sam-
pling in health insurance fraud detection. We hypoth-
esized that meticulous oversampling followed with a 
guided data cleaning would improve the prediction 
performance and learner's understanding of the mi-
nority fraudulent classes compared to other sampling 
techniques. The proposed model works in three steps. 
As a first step, PCA is applied to extract the necessary 
features and reduce the dimensions in the data. In the 
second step, a hybrid combination of k-means clus-
tering and SMOTE oversampling is used to resample 
the imbalanced data. Oversampling introduces lots of 
noise in the data. A thorough cleaning is performed on 
the balanced data to remove the noisy samples gener-
ated during oversampling using the Tomek Link algo-
rithm in the third step. Tomek Link algorithm clears 
the boundary between minority and majority class 
samples and makes the data more precise and freer 
from noise. The resultant dataset is used by four dif-
ferent classification algorithms: Logistic Regression, 
Decision Tree Classifier, k-Nearest Neighbors, and 
Neural Networks using repeated 5-fold cross-valida-
tion. Compared to other classifiers, Neural Networks 
with FusedRCE had the highest average prediction 

rate of 98.9%. The results were also measured using 
parameters such as F1 score, Precision, Recall and 
AUC values. The results obtained show that the pro-
posed method performed significantly better than any 
other fraud detection approach in health insurance by 
predicting more fraudulent data with greater accuracy 
and a 3x increase in speed during training.
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Computer methodologies → Machine learning → 
Machine learning approaches → Factorization meth-
ods → Principal component analysis
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1. Introduction

Health care facilities throughout the globe are 
evolving and will continue to grow. The growth 
in data has become a pressing concern with 
the adaptive nature of the industry. One of the 
critical challenges faced by healthcare systems 
is the possibility of ''fraud''. Fraud covers a se-
ries of inappropriate activities to gain unlawful 
advantage from health insurance companies. 
Actions related to fraud could originate from 
various parties like patients, doctors, pharma-
cists or other medical providers. The patterns of 
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the classes. The major drawback of using ROS 
is time efficiency; since ROS oversamples the 
minority classes. When considering large data-
sets, the time of execution of the model will in-
crease because of the increase in the data size, 
which leads to overfitting the model [11]–[14].
Q. Wang et al. [13], in his paper, applied an en-
semble method for imbalanced data learning. 
They used a combination of Borderline SMOTE 
and SVM, which they named as BEBS model.  
Borderline SMOTE was proposed to overcome 
the problem of overfitting while using SMOTE. 
Imbalanced data learning has also been ad-
dressed as a significant issue while detecting 
fraud in the health insurance domain [9], [10], 
[15]. X. Jian et al. [9] proposed a cost-sensitive 
learning framework using neural networks. The 
framework was applied on heterogeneous data-
sets and was able to produce good accuracy. In 
their work, R. A. Bauder et al. [16] reviewed 
several data sampling approaches and proposed 
a combination of random undersampling and 
random oversampling (RUS+ROS) for the 
health insurance domain. This hybrid combina-
tion reduced the data reduction rate that occurs 
while performing undersampling. 

2.2. Research Gap

As a part of the study, several articles address-
ing the problem of misclassification were re-
viewed. Most of the literature related to fraud 
detection in health insurance either focused on 
oversampling, undersampling or cost-sensitive 
learning. Undersampling and oversampling 
cannot be considered feasible solutions, as the 

2. Background of the Study

2.1. Literature Review

This section aims to review the works that ad-
dress imbalanced classification in health insur-
ance fraud detection. First, the section explains 
the problem of imbalanced classification faced 
by various domains, and also summarizes the 
widely used techniques to tackle this problem. 
Later, we discuss the studies that have addressed 
imbalanced data learning in the health insur-
ance domain. Lastly, we discuss the gaps that 
are found in the reviews. The problem of im-
balanced classification has been faced in many 
fields, such as cancer prediction, fraud detec-
tion, intrusion detection, detecting oil spills 
from seabed, etc. A detailed study of the issues 
related to class imbalance has been discussed in 
the following papers: [5], [6], [9], [10]. These 
papers explain various approaches for dealing 
with the class imbalance concerning both bi-
nary and multiple class classification. Based 
on the articles reviewed, we can classify the 
techniques available to deal with imbalanced 
classification into four categories: data-lev-
el sampling, algorithmic-level, cost-sensitive 
sampling and hybrid methods (a combination 
of data- and algorithmic-level). Data-level 
and cost-sensitive approaches have been used 
widely in most of the literature because of their 
performance and simplicity to apply; Figure 1 
shows the overall percentage of sampling tech-
niques used in previous studies. Among all the 
methods, random oversampling (ROS) is the 
most widely applied technique for balancing 

Figure 1. Types of Sampling methods used so far in literatures.

fraud performed by each category of people are 
of the following ways:

 ● patients – type of fraudulent activities 
performed from patients-end include pro-
viding false information while submitting 
claims, misleading the insurance providers 
by providing wrong medical history, filing 
claims for those services that were not ren-
dered, having identity thefts, etc.;

 ● providers – providers can be anyone, in-
cluding doctors, pharmacists, contractors 
etc. According to M. E. Johnson et al. [1], 
doctors play a significant role in defining 
medical procedures or prescriptions for a 
patient. Providers may prescribe inappro-
priate services which have not been used 
or are not required; 

 ● insurance companies – fraudulent patterns 
from insurance companies appear mainly 
in the form of denying genuine claims with 
an aim to optimize their expenditure.

Different patterns of fraud have been explained 
in various literature pieces such as upcoding, 
phantom billing, kickback schemes, wrong di-
agnosis, maximizing care, identity fraud, mul-
tiple billing, doctor shopping, self-referral, etc. 
[2], [3].. All these frauds eventually lead to an 
overburdened health insurance system. The 
traditional method for detecting fraud was by 
developing rules and manually checking each 
case against the rules. A score is given based on 
the match, and by aggregating these scores, an 
alarm will be raised stating the transaction as 
fraud. The main challenge in these approach-
es is that it is purely dependent on manual in-
tervention; it also demands in-depth domain 
knowledge. Here comes the advantage of im-
plementing machine learning algorithms for 
fraud detection. Without any prior judgment 
about the data, we can feed it to the classifiers 
to learn the data's hidden patterns. Classifiers 
are learners that identify classes based on the 
learning criteria, which are applied in many 
real-life scenarios such as cancer prediction, 
brain tumor image classification, cancer pre-
diction, fraud detection, spam detection, etc. 
[1], [3], [4]. Though applying learners provides 
a more significant advantage in detecting un-
known fraudulent patterns, there exist some 

practical issues to be addressed from insurance 
data while resolving the problem, such as: 

 ● curse of dimensionality – insurance data 
sets are large and high dimensional, con-
taining information from various sources 
such as patient and physician demograph-
ics, drug details, billing details, prescrip-
tion details, etc.; 

 ● skewed class distributions – there is a con-
siderable variation between the ratio of 
fraudulent cases to non-fraudulent cases.

In health insurance, minority classes (fraudu-
lent classes) are of utmost importance and need 
to be accurately predicted. If there lies an im-
balance between the classes, the classifier will 
not produce accurate results as they tend to de-
viate towards the majority class. This scenar-
io is interpreted as the ''Class Imbalance Prob-
lem'', where classes present in the dataset are 
unequal. In such an environment, classes with a 
lesser number of examples are called minority 
classes, and the classes with bigger number of 
examples are referred to as majority classes [5]. 
As explained, the distribution of classes plays 
a major role in effective classification. The 
fraud detection system contains a majority of 
non-fraudulent cases and a significantly lower 
percentage of fraudulent claims, which shows 
that the non-fraudulent classes outnumber the 
fraudulent classes [6], [7], [8]. Here, fraudulent 
classes are underrepresented when compar-
ing to non-fraudulent classes. When this type 
of dataset is fed into a classifier, the classifier 
tends to be biased towards majority classes and 
may predict only majority classes.
The paper proposes a combination of Principal 
Component Analysis (PCA) and an ensemble 
resampling and cleaning technique to enhance 
the learner's predictive performance. The entire 
framework helped in reducing the misclassi-
fication costs and producing a better-general-
ized fraud detection model. The proceedings of 
the work are as follows; Section 2 reviews the 
works related to the domain and explains the 
research gaps; Section 3 details the design and 
methodology used throughout the study. Sec-
tion 4 discusses and visualizes the outcomes 
the study, and finally, Section 5 concludes the 
work.
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modelled along with ROS, RUS, and SMOTE 
[5]. Many hybrid methods tried using several 
combinations of algorithms. More explanation 
of these methodologies is out of the paper's 
scope and could be read in literature [25], [26]. 

3.2. Classification Algorithms

Classification algorithms are the popular fraud 
detection mechanisms experimented with 
in past literature to detect fraud from insur-
ance claims [27], [28]. Among many of them, 
k-Nearest Neighbors (k-NN), Artificial Neu-
ral Networks (ANN), Decision Tree Classifier 
(CART) and Logistic Regression (LR) are the 
popular learners that are recommended by liter-
ature on fraud detection due to their simplicity, 
performance and efficiency [29] – [32]. 
k-NN based fraud detection uses a specific 
distance metric for measuring the distance be-
tween two nearest neighbors. A distance rule 
is formed to find out whether the incoming 
transaction is fraud or legitimate. An incoming 
transaction will be classified by measuring the 
closest point, i.e., if it is a fraud, the new sample 
will be labelled as fraud [33], [34]. The distance 
measures are selected based on the type of data. 
Table 1 shows the equation for calculating the 
distance (d) between observations a and b [35].

Table 1. Distance function for k-NN algorithm.
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ANN is a family of structures that form a part 
of machine learning and that are built like the 
human brain, which uses interconnected neu-
rons to make decisions. A neural network is a 

tree-like structure with input, output and hidden 
layers. Each neuron connected to an input layer 
will be assigned with a corresponding weight, 
and the product of weight and inputs will be 
passed on to the hidden layer. Later, with the 
activation function's help, an output neuron 
will be generated with the summation of input, 
weight and biases [36], so the output of a per-
ceptron model is based on the total input. If the 
summed input is a positive number, the neuron 
fires an output +1, and -1 otherwise. Therefore, 
prediction results of a classification in ANN is 
represented by a hyperplane and could be de-
fined by:

1 0n
j jj w x b= + =∑                   (2)

where x1, x2, ..., xn are input vectors and w1, w2, 
..., wn are weights, and b is the bias. For a given 
input xj with wj and b, a classification boundary 
will be either above or below the defined hyper-
plane [37]. For a binary classification problem, 
the samples lying above the hyperplane will be-
long to class 1, and those who lie below will 
belong to class 2 [38].
A decision tree is a hierarchical structure with 
numerous branches, typically a root node (top 
of the tree), an internal node and a leaf node 
(bottom part). The output of a decision tree is 
based on If-Then expressions. For example, a 
transactional dataset contains four features (f1, 
f2, f3 and f4) and a target (fraud and non-fraud). 
The resultant metrics will be based on a certain 
question that will help us reach the target vari-
able. Figure 2 illustrates the whole procedure 
during the learning [39].

Figure 2. A standard decision tree classifier procedure.

former leads to the loss of information, and the 
latter tends to overfit the datasets. Cost-sensi-
tive learning was not proven best comparing to 
data sampling techniques, because of its sen-
sitivity towards large datasets. Another wide-
ly used technique was SMOTE oversampling. 
Though SMOTE is said to be less prone to out-
liers, it cannot be considered a practical solu-
tion because it introduces many noisy examples 
in the data during oversampling. So, our focus 
in the study will be on employing a heuristic 
approach by using oversampling, eliminating 
all its disadvantages. Considering the gap found 
in the literature, we understand that meticulous 
oversampling followed with data cleaning can 
help improve the prediction performance of 
large datasets and overcome the learner's sen-
sitivity towards the minority fraudulent classes. 
The proposed method will help reduce the mis-
classification costs generated due to the prob-
lem of high dimensionality and skewed class 
distribution found in insurance databases.

3. Experimental Design and  
Methodology

Algorithms used for building and evaluating 
the model are discussed in this section.

3.1 Samplers for Imbalanced Classes

Imbalanced data learning has been a topic of 
discussion in various research works. We can 
broadly classify the sampling techniques into 
three categories [17]: cost-sensitive learning 
approaches, algorithmic-level approaches, and 
data-level approaches.
Cost-sensitive learning finds the misclassifica-
tion error by calculating the cost of error that oc-
curred during prediction while training the mod-
el and retraining it until the cost is reduced. In 
fraud detection, classifying non-fraudulent sam-
ples as fraudulent samples can be considered as 
misclassification. Here, the cost is regarded as 
a penalty in the wrong prediction, and the ulti-
mate aim is to minimize the total cost [8]. 
Algorithmic-level approaches of sampling 
modify the existing classifier to adapt the mod-
el to the imbalanced dataset. Some of the pop-
ular classifiers used are decision tree classifier, 
support vector machine, etc. [18].

Data-level approaches balance classes' distri-
bution by manipulating the training data. They 
include resampling the data in two different 
ways, either undersampling or oversampling. 
Undersampling balances the classes by remov-
ing the instances from majority classes. The ma-
jor disadvantage of using undersampling is that 
we tend to lose data of utmost importance [19]. 
Oversampling balances the class by oversam-
pling or replicating the minority samples. Sever-
al oversampling techniques are available across 
the literature, such as ROS, SMOTE, Adaptive 
Synthetic Minority Over Sampling Technique 
(ADASYN), etc. ROS randomly picks samples 
from minority classes and duplicates these in-
stances until there occurs a balance between 
both the classes. One of the main disadvantages 
of oversampling is that it increases the minori-
ty samples, increasing the size and affecting the 
computational time. Duplicating the minority 
classes introduces unnecessary data noise, mak-
ing the model complex [20], [21]. 
SMOTE oversampling creates artificial sam-
ples from minority classes to provide a bal-
anced dataset. A significant difference between 
ROS and SMOTE is that ROS duplicates the 
data, while SMOTE interpolates samples from 
minority classes using the nearest neighboring 
(k-NN) technique. For example, a and ax are 
two samples from minority classes, a new syn-
thetic sample will be a linear combination from 
the samples (a, ax) and is defined as follows:

s = a + q ∙ (ax - a)                   (1)
where q lies within 0 ≤ q ≤ 1 and ax is randomly 
picked from k-nearest neighbors of a from the 
minority classes. The nearest neighbor can be 
defined by the user based on the data distribu-
tion [22], [23]. 
ADASYN oversampling technique is an im-
proved version of SMOTE. It adaptively gen-
erates synthetic samples from minority classes 
based on the data distribution. It concentrates 
on oversampling the areas adjacent to those mi-
nority samples which are incorrectly classified 
using k-NN classifier [15]. The capability of the 
algorithm to shift the boundaries will help in 
reducing the bias while learning [24]. 
Hybrid methods for imbalanced data sampling 
use two or more algorithms to better perform by 
complementing their flaws. A clustering, clas-
sification, bagging and boosting algorithms are 
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tion error by calculating the cost of error that oc-
curred during prediction while training the mod-
el and retraining it until the cost is reduced. In 
fraud detection, classifying non-fraudulent sam-
ples as fraudulent samples can be considered as 
misclassification. Here, the cost is regarded as 
a penalty in the wrong prediction, and the ulti-
mate aim is to minimize the total cost [8]. 
Algorithmic-level approaches of sampling 
modify the existing classifier to adapt the mod-
el to the imbalanced dataset. Some of the pop-
ular classifiers used are decision tree classifier, 
support vector machine, etc. [18].

Data-level approaches balance classes' distri-
bution by manipulating the training data. They 
include resampling the data in two different 
ways, either undersampling or oversampling. 
Undersampling balances the classes by remov-
ing the instances from majority classes. The ma-
jor disadvantage of using undersampling is that 
we tend to lose data of utmost importance [19]. 
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pling or replicating the minority samples. Sever-
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Synthetic Minority Over Sampling Technique 
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computational time. Duplicating the minority 
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ples from minority classes to provide a bal-
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minority classes using the nearest neighboring 
(k-NN) technique. For example, a and ax are 
two samples from minority classes, a new syn-
thetic sample will be a linear combination from 
the samples (a, ax) and is defined as follows:

s = a + q ∙ (ax - a)                   (1)
where q lies within 0 ≤ q ≤ 1 and ax is randomly 
picked from k-nearest neighbors of a from the 
minority classes. The nearest neighbor can be 
defined by the user based on the data distribu-
tion [22], [23]. 
ADASYN oversampling technique is an im-
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erates synthetic samples from minority classes 
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algorithm to shift the boundaries will help in 
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size at the cost of data loss. An ideal solution 
would be to clean the data without losing rel-
evant information. The Tomek Link algorithm 
is a cleaning technique that clears the samples 
in the boundary between minority and majority 
classes, especially the overlapping classes [45]. 
Its working principle is similar to the nearest 
neighbors principle. The algorithm chooses 
two neighboring samples from both classes and 
considers them as a pair. For example, suppose 
a & b are two neighboring instances from dif-
ferent classes. A pair of (a, b) is a Tomek link 
only if for a new instance ‘c’ when calculating 
the distance (dist), dist(a, b) should be lesser 
than dist(a, c) or dist(a, b) should be lesser than 
dist(b, c). If the said condition satisfies, one 
of them is considered as noise or overlapping 
class and will be eliminated from the dataset. 
The pseudocode of the algorithm is shown in 

Figure 3, while the workflow of the algorithm 
is depicted in Figure 4.

3.4. Experimental Setup

The experiment was carried out using an open-
source Python based platform. To achieve this, 
we used: pandas library for preprocessing; 
Keras library was used to create and train mul-
tilayer perceptron model; sklearn library was 
used to perform standardization, dimensional-
ity reduction and implementation of classifica-
tion algorithms. Sampling techniques used in 
this study is imported from the python imblearn 
library. Python imblearn library, which offers 
algorithms for resampling, is used for dealing 
with datasets that show a strong imbalance in 
the classes.

Algorithm 1: Overall Pseudocode for the proposed model for fraud detection
Input:
    X – number of observations
    Y – target class
     t – imbalance threshold ratio
Output:
    Balanced data
START
1.    Standardize the data and calculate covariance for the standardized data
2.    Calculate eigen values and eigen vectors for covariance matric and sort the matrix in decreasing order.
3.    Multiply the resultant eigen value matrix with the original dataset and produce a linear combination of original 

features with independent columns.
4.    Generate new PCA components with the most relevant features from the combined dataset. 
5.    Find the imbalanced class ratio, imb_ratio:= (majorityClassCount+1)/(minorityClassCount+1) 
6.    Form desired clusters using k-means clustering
7.    For each element in the cluster
           a.    if the imbalanced ratio is less than the threshold (t), add the element to a filtered cluster.
8.    Find the sampling weight for the filtered cluster based on the density of minority samples present.
9.    Oversample the filtered cluster based on SMOTE, return the new balanced set of samples.
10.  Apply Tomek Link algorithm to remove noise from the generated set of samples:
           a.    For each sample in the new set of generated samples do:
                  i.     Pick an instance from the class and iterate over.
                  ii.    Compare the distance of each element with the nearest instance. 

If the distance is lesser or greater than the selected instance, the instance is a noisy one, remove it 
from the database.
end

11.  Return newly generated samples.
STOP

Figure 3. Pseudocode of the proposed fraud detection method.

LR is a generalized linear model for predicting 
binary or multinominal outcomes. In LR, a lin-
ear set of variables is produced using a logistic 
function. The variables take values between 0 
and 1. It estimates the probability of a particu-
lar instance belonging to one class [40]. Since 
fraud detection is a classification problem, 
generalization could be done by specifying the 
probability of one class. A transaction can be 
labelled as fraud if the likelihood of a particular 
instance is more than 50%. The logistic func-
tion can be calculated as follows:

( ) (( ))th x xθ σ θ=                     (3)

where, hθ(x) is the hypothesis in classifica-
tion, σ(z) is defined as a real number, and 
σ(z) = 1/(1 + e-zb), A logistic sigmoid function 
squashes the values generated from the linear 
function to an interval between [0, 1]. In LR, it 
is σ(z) that converts an arbitrary score of x to the 
probability range between 0 and 1.

3.3. Proposed Method

The details of the working procedure for fraud 
detection are explained as follows:

3.3.1. Dimensionality Reduction Using PCA

High dimensionality is a major issue while us-
ing insurance datasets. Insurance data includes 
data from various sources such as providers 
information, patient demographics, drug-relat-
ed information, patient's medical history and 
many more. Accumulating all kinds of informa-
tion from various sources increases the dimen-
sionality of data. High dimensionality reduces 
the classification accuracy as well as increases 
the rate of misclassification. Feature reduction 
has become inevitable before applying any data 
sampling approaches [41], [42]. PCA provides 
variance and covariance of features in terms of 
the new principal components that depict the 
linear combination of existing variables [43]. 
The new features can be derived from the ei-
genvalues of the matrix from the original data. 
Let a dataset x = [x1, x2, ..., xn] be a matrix with 
n observations containing m variables. Let r be 
the covariance matrix of x, r = [r1, r2, ..., rn]. 
If (ƛ1, E1), (ƛ2, E2), ..., (ƛn, En) are P eigenval-

ue-vector pairs of the covariance matrix x, the 
j-th principal component can be referred to as:

yj = zej + ze1j + ze2j + ... + znenj,   j = 1, 2, ..., n     (4)

3.3.2. Fused Resampling and Cleaning 
Ensemble (FusedRCE)

Oversampling using k-means-SMOTE. The 
proposed method uses k-means-SMOTE for 
oversampling. k-means-SMOTE combines 
k-means clustering and SMOTE oversampling 
to balance the classes. The method basically 
performs in three different steps: clustering, 
filtering and oversampling [44]. As a first step, 
k-means clustering is applied for dividing the 
training set into groups. The algorithm itera-
tively assigns the observations during the clus-
tering stage and updates the centroid based on 
the density, converging once all the samples 
are clustered. As a second step, these groups 
of clusters are filtered, and the groups with a 
higher number of minority samples are over-
sampled. This helps the sampling procedure to 
restrict itself from generating synthetic samples 
only in the target area. Although the use of over 
samplers on an imbalanced dataset will mitigate 
the problem of skewed class distributions, there 
are certain issues it possesses. Since over sam-
pler balances the data by interpolating the sam-
ples of the minority classes that lie together, its 
interest will be on increasing the minority sam-
ples, and there are chances that the procedure 
may generalize badly on only minority classes. 
Noisy data is another problem that persists after 
oversampling. It increases the misclassification 
rate, and when the database is highly skewed, 
this scenario will become even more problem-
atic. 
Cleaning noisy data using Tomek Link al-
gorithm. Although the previous step helped 
us balance the class distributions, as explained, 
certain problems persist. Since the data we use 
is highly skewed and large, oversampling caus-
es a drastic increase in size and introduces noise 
in the data. Training the model with such data 
could lead to an overfitting problem. An appro-
priate solution for the problem will be to re-
move the overlapping data. Defining the class-
es clearly can reduce the chances of overfitting. 
There are pros and cons to doing so. Howev-
er, eliminating samples will reduce the data 
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tilayer perceptron model; sklearn library was 
used to perform standardization, dimensional-
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tion algorithms. Sampling techniques used in 
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with datasets that show a strong imbalance in 
the classes.
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1.    Standardize the data and calculate covariance for the standardized data
2.    Calculate eigen values and eigen vectors for covariance matric and sort the matrix in decreasing order.
3.    Multiply the resultant eigen value matrix with the original dataset and produce a linear combination of original 

features with independent columns.
4.    Generate new PCA components with the most relevant features from the combined dataset. 
5.    Find the imbalanced class ratio, imb_ratio:= (majorityClassCount+1)/(minorityClassCount+1) 
6.    Form desired clusters using k-means clustering
7.    For each element in the cluster
           a.    if the imbalanced ratio is less than the threshold (t), add the element to a filtered cluster.
8.    Find the sampling weight for the filtered cluster based on the density of minority samples present.
9.    Oversample the filtered cluster based on SMOTE, return the new balanced set of samples.
10.  Apply Tomek Link algorithm to remove noise from the generated set of samples:
           a.    For each sample in the new set of generated samples do:
                  i.     Pick an instance from the class and iterate over.
                  ii.    Compare the distance of each element with the nearest instance. 

If the distance is lesser or greater than the selected instance, the instance is a noisy one, remove it 
from the database.
end

11.  Return newly generated samples.
STOP

Figure 3. Pseudocode of the proposed fraud detection method.

LR is a generalized linear model for predicting 
binary or multinominal outcomes. In LR, a lin-
ear set of variables is produced using a logistic 
function. The variables take values between 0 
and 1. It estimates the probability of a particu-
lar instance belonging to one class [40]. Since 
fraud detection is a classification problem, 
generalization could be done by specifying the 
probability of one class. A transaction can be 
labelled as fraud if the likelihood of a particular 
instance is more than 50%. The logistic func-
tion can be calculated as follows:
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where, hθ(x) is the hypothesis in classifica-
tion, σ(z) is defined as a real number, and 
σ(z) = 1/(1 + e-zb), A logistic sigmoid function 
squashes the values generated from the linear 
function to an interval between [0, 1]. In LR, it 
is σ(z) that converts an arbitrary score of x to the 
probability range between 0 and 1.

3.3. Proposed Method

The details of the working procedure for fraud 
detection are explained as follows:

3.3.1. Dimensionality Reduction Using PCA

High dimensionality is a major issue while us-
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information, patient demographics, drug-relat-
ed information, patient's medical history and 
many more. Accumulating all kinds of informa-
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sionality of data. High dimensionality reduces 
the classification accuracy as well as increases 
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the new principal components that depict the 
linear combination of existing variables [43]. 
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n observations containing m variables. Let r be 
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ue-vector pairs of the covariance matrix x, the 
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Ensemble (FusedRCE)

Oversampling using k-means-SMOTE. The 
proposed method uses k-means-SMOTE for 
oversampling. k-means-SMOTE combines 
k-means clustering and SMOTE oversampling 
to balance the classes. The method basically 
performs in three different steps: clustering, 
filtering and oversampling [44]. As a first step, 
k-means clustering is applied for dividing the 
training set into groups. The algorithm itera-
tively assigns the observations during the clus-
tering stage and updates the centroid based on 
the density, converging once all the samples 
are clustered. As a second step, these groups 
of clusters are filtered, and the groups with a 
higher number of minority samples are over-
sampled. This helps the sampling procedure to 
restrict itself from generating synthetic samples 
only in the target area. Although the use of over 
samplers on an imbalanced dataset will mitigate 
the problem of skewed class distributions, there 
are certain issues it possesses. Since over sam-
pler balances the data by interpolating the sam-
ples of the minority classes that lie together, its 
interest will be on increasing the minority sam-
ples, and there are chances that the procedure 
may generalize badly on only minority classes. 
Noisy data is another problem that persists after 
oversampling. It increases the misclassification 
rate, and when the database is highly skewed, 
this scenario will become even more problem-
atic. 
Cleaning noisy data using Tomek Link al-
gorithm. Although the previous step helped 
us balance the class distributions, as explained, 
certain problems persist. Since the data we use 
is highly skewed and large, oversampling caus-
es a drastic increase in size and introduces noise 
in the data. Training the model with such data 
could lead to an overfitting problem. An appro-
priate solution for the problem will be to re-
move the overlapping data. Defining the class-
es clearly can reduce the chances of overfitting. 
There are pros and cons to doing so. Howev-
er, eliminating samples will reduce the data 
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3.5. Evaluation Metrics

Several metrics were used in literature to as-
sess the performance of a binary classification 
model, such as Confusion Matrix, ROC curve, 
Precision, Recall, Accuracy, F1-score, etc. [46], 
[47]. Evaluating results obtained from an im-
balanced data set is not similar to a balanced 
data set. Accuracy could not be taken as the 
only medium of measurement because over-
all accuracy tends to be more biased towards 
majority classes. Precision is calculated as the 
ratio of accurately predicted positive samples 
against the total number of positive examples. 
If a model produces a higher precision and re-
call rate, we can say that the model had very 
well handled the classification task. If the recall 
rate is lower than the precision rate, the mod-
el does not classify the samples of a particular 
class. The major problem arises when the mod-
el produces a higher recall and a lower preci-
sion, this generates a greater misclassification 
between the classes. In this study, the positive 
samples represent a fraudulent sample and the 
cost of misclassification of a single sample is 
very high. So the best way to evaluate a fraud 
detection model under class imbalance is by us-
ing the metrics Precision, Recall and F1-score 
[6], [48]:

True
PositivePrecision True False

Positive Positive
=

+
         (5)

True
PositiveRecall True False

Positive Negatives
=

+
         (6)

1 2 Precision RecallF score Precision Recall
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4. Results

4.1. Experimental Data Set

We have used two data sets for the study; pro-
viders claim data [49] and LEIE data [50] from 
the CMS Medicare database. Providers claim 
data (called Part B) provide necessary informa-

tion related to the number of services a physi-
cian has performed, billed, submitted and al-
lowed charges for a particular service, where he 
has shown his service, etc. LEIE data consist of 
providers who have committed fraud and have 
been removed from their service based on the 
crime they have committed [18]. Part B and 
LEIE databases are related to each other as they 
share a unique identifier, the NPI (National Pro-
vider Identifier). So, to label the primary data-
base, i.e., Part B, we joined both data based on 
its Unique NPI. Similar work was carried out 
in many other papers, such as [4], [15], [17]. 
The records with matching NPI are marked as 
fraud, and the rest are marked as non-fraud. 
THE initial LEIE database published on the 
CMS website contained a lot of missing NPI's. 
Combining the data with this initial version 
could match only 465 fraud cases. We checked 
the LEIE data using other unique features, such 
as UPIN with NPPES NPI Registry to fill out 
the NPI's. This procedure helped us in identify-
ing 9862 fraudulent cases. 
Since the scope of the study was limited to 
certain kinds of fraud, i.e., upcoding fraud, we 
further filtered the data. The final details of the 
dataset used for experimenting are as follows:

 ● total number of instances: 573941;
 ● number of majority data samples (legiti-

mate transactions): 571350;
 ● number of minority data samples (fraud 

transactions): 2591;
 ● original class imbalance ratio (majori-

ty:minority): [99:1].

4.2 Performance Analysis of the 
FusedRCE Method for Fraud 
Detection

4.2.1 Reducing the Dimensionality by 
Applying PCA

To find the most relevant features represent-
ing the data set, we mapped the dataset with a 
range of k principal components, where k val-
ues range from 3–19. When the classifier was 
applied to each value of k starting with 3, we 
could see from Figure 5 that there was a steady 
growth in the accuracy rate. We can also ob-

Figure 4. Workflow of the proposed model for fraud detection.

Figure 5. Accuracy Curve for different classifiers with each PC Components.
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Figure 5. Accuracy Curve for different classifiers with each PC Components.
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tion to determine the most appropriate combi-
nation of parameters for FusedRCE, using the 
set of k values with {10, 20, 30}, nn with values 
{3, 7, 20}, irt with {1, 0.1, 0.01} and sampling 
ratios with values {(90:10), (50:50), (25:75)}. 
The appropriate values were observed after 
running the procedure for k, nn and irt equal 
to 20, 3 and 0.1, respectively. The sampling ra-
tio was an important parameter that determined 
the performance of the algorithm. The default 
sampling rate of every sampling algorithm was 
1:1, i.e., increasing the minority samples to 
the size of the majority. To find the appropri-
ate ratio for sampling, we evaluated each algo-
rithm using three sampling ratios. The balanced 
dataset obtained after sampling was applied on 
four different classifiers explained in section 
3.2 with the parameters listed in Table 2. The 

highest score obtained from FusedRCE was 
with the sampling ratio of (90:10) with an F1-
score of LR at 97.5%, CART at 98.3%, k-NN at 
98.1%, and Neural Networks at 98.9%. To jus-
tify the superiority of the proposed FusedRCE 
over other sampling procedures, we compared 
its performance with the tuned parameters over 
the other samplers. The results of the compari-
son are plotted as a bar graph and are shown in 
Figure 8.

4.2.4. Analyzing Results of Individual Learners 
Using FusedRCE

The section analyzes and shows the proposed 
FusedRCE performance analysis on different 
learners for fraud detection. We applied and 
evaluated the proposed method with all the 

(a) Original distribution of classes. (b) Step 1 – Distribution of classes after SMOTE.

(c) Step 2 – Distribution of classes after  
k-means-SMOTE.

(d) Step 3 – Distribution of classes after applying 
Tomek Links.

Figure 7. Change in the distribution of data after each phase of sampling.

original distribution of the dataset is shown in 
Figure 7(a); from the figure, we can see only 
very few minority samples compared to the ma-
jority samples. From Figure 7(b), we can find 
that the distribution seems to be balanced after 
the application of SMOTE. However, we can 
also notice from the figure that the samples that 
are oversampled are concentrated at the corner. 
Also, there is a massive overlapping between 
minority and majority samples. Figure 7(c) rep-
resents the distribution of samples after apply-
ing the proposed k-means-SMOTE method, we 
can see that the distribution is spread across the 
entire area but overlapping still persists. Fig-
ure 7(d) explains the distribution of data after 
the application of Tomek Link as the cleaning 
method. It eliminated the noisy samples from 
the overlapped area and made the distribution 
precise and distinct to a particular extent. Fig-
ure 8 represents the performance comparison of 
FusedRCE with other samplers.  

4.2.3. Tuning the Appropriate Parameters for 
the Proposed Algorithm

The performance of a sampling procedure is al-
ways dependent on its parameters to an extent. 
The performance of the proposed method de-
pends on certain parameters, such as the clus-
ter size (k), the value of nearest neighbor (nn), 
threshold ratio (irt) and sampling ratio. We ex-
ecuted the learners with repeated cross-valida-

serve that once the value of k reached 15, the 
growth stagnated and started dropping slowly. 
Hence, we can state that an ideal number of 
components could be 15. To understand the 
change in performance of the learner on apply-
ing PCA based on the classification thresholds, 
we plotted a ROC (Receiver Operating Curve) 
curve for all the learners. Figure 6(a) shows a 
huge misclassification of classes, and the pre-
diction probability was around 50% for LR and 
CART. Neural Networks and k-NN showed a 
better classification probability comparing to 
other classifiers. After applying PCA, from Fig-
ure 6(b), we can find that the misclassification 
rates have been decreased. The rate of predic-
tion probability has increased by a minimum of 
4% for every learner.

4.2.2. Analyzing the Results Based on Data 
Distribution

To find the change in the distribution of sam-
ples at each stage of sampling, we plotted the 
instances of each class using a scatter plot. Due 
to the difficulty in representing the entire data 
on a single plot because of its larger size, we 
randomly sampled 1000 observations from the 
dataset and plotted the distribution. The re-
sults are shown in Figure 7; lighter grey dots 
represent fraudulent transactions, i.e., minority 
samples, and darker grey dots represent major-
ity samples i.e., legitimate transactions. The 

Figure 6. Performance of each learner before and after dimensionality reduction at the classification thresholds.

(a) Performance of learners before  
dimensionality reduction. 

(b) Performance of learners after  
dimensionality reduction.
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tion to determine the most appropriate combi-
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(a) Original distribution of classes. (b) Step 1 – Distribution of classes after SMOTE.

(c) Step 2 – Distribution of classes after  
k-means-SMOTE.

(d) Step 3 – Distribution of classes after applying 
Tomek Links.

Figure 7. Change in the distribution of data after each phase of sampling.

original distribution of the dataset is shown in 
Figure 7(a); from the figure, we can see only 
very few minority samples compared to the ma-
jority samples. From Figure 7(b), we can find 
that the distribution seems to be balanced after 
the application of SMOTE. However, we can 
also notice from the figure that the samples that 
are oversampled are concentrated at the corner. 
Also, there is a massive overlapping between 
minority and majority samples. Figure 7(c) rep-
resents the distribution of samples after apply-
ing the proposed k-means-SMOTE method, we 
can see that the distribution is spread across the 
entire area but overlapping still persists. Fig-
ure 7(d) explains the distribution of data after 
the application of Tomek Link as the cleaning 
method. It eliminated the noisy samples from 
the overlapped area and made the distribution 
precise and distinct to a particular extent. Fig-
ure 8 represents the performance comparison of 
FusedRCE with other samplers.  

4.2.3. Tuning the Appropriate Parameters for 
the Proposed Algorithm

The performance of a sampling procedure is al-
ways dependent on its parameters to an extent. 
The performance of the proposed method de-
pends on certain parameters, such as the clus-
ter size (k), the value of nearest neighbor (nn), 
threshold ratio (irt) and sampling ratio. We ex-
ecuted the learners with repeated cross-valida-

serve that once the value of k reached 15, the 
growth stagnated and started dropping slowly. 
Hence, we can state that an ideal number of 
components could be 15. To understand the 
change in performance of the learner on apply-
ing PCA based on the classification thresholds, 
we plotted a ROC (Receiver Operating Curve) 
curve for all the learners. Figure 6(a) shows a 
huge misclassification of classes, and the pre-
diction probability was around 50% for LR and 
CART. Neural Networks and k-NN showed a 
better classification probability comparing to 
other classifiers. After applying PCA, from Fig-
ure 6(b), we can find that the misclassification 
rates have been decreased. The rate of predic-
tion probability has increased by a minimum of 
4% for every learner.

4.2.2. Analyzing the Results Based on Data 
Distribution

To find the change in the distribution of sam-
ples at each stage of sampling, we plotted the 
instances of each class using a scatter plot. Due 
to the difficulty in representing the entire data 
on a single plot because of its larger size, we 
randomly sampled 1000 observations from the 
dataset and plotted the distribution. The re-
sults are shown in Figure 7; lighter grey dots 
represent fraudulent transactions, i.e., minority 
samples, and darker grey dots represent major-
ity samples i.e., legitimate transactions. The 

Figure 6. Performance of each learner before and after dimensionality reduction at the classification thresholds.

(a) Performance of learners before  
dimensionality reduction. 

(b) Performance of learners after  
dimensionality reduction.



280 281S. S. Kotekani and I. Velchamy An Effective Data Sampling Procedure for Imbalanced Data Learning on Health Insurance Fraud Detection

4.2.5. Discussion

We tested the effectiveness of the overall frame-
work with the Medicare CMS Part B database. 
Detecting a maximum number of fraudulent in-
surance cases is of utmost interest in the study. 
We were also very keen on keeping the whole 
procedure cost-effective by keeping the most 
relevant features and the appropriate sampling 
procedure. We can also justify the application 
of the proposed framework for the following 
reasons:

 ● the use of undersampling approaches 
alone leads to information loss. Since we 

had only 2591 fraud cases out of 573941 
instances, reducing 571350 (legitimate 
transactions) to 2591 case will result in 
significant data loss; 

 ● if we go only for oversampling the minori-
ty classes, we will end up creating an over-
fitted model. There will be considerable 
growth in the data due to oversampling, 
increasing the computational cost [23]. 
The size of our dataset is enormous, so an 
additional increase of classes with random 
sampling or synthetic sampling will result-
ing in a massive increase in volume.

Table 3. Performance evaluation of sampling algorithms using classification algorithms.

Learners Data Sampling 
Algorithms

Precision Recall
Accuracy F1-score AUC

Class 1 Class 0 Class 1 Class 0

Logistic  
Regression

SMOTE 18 96 40 88 85 25 64
kmeans-SMOTE 02 0 100 04 02 04 50
FusedRCE 12 97 66 69 68 20 67

k-Nearest  
Neighbors

SMOTE 63 98 66 97 96 64 81
kmeans-SMOTE 91 100 93 100 99 92 96
FusedRCE 96 99 93 100 98 93 95

Decision Tree  
Classifier

SMOTE 61 98 71 97 95 65 84
kmeans-SMOTE 87 99 86 100 98 86 92
FusedRCE 88 99 87 99 98 87 93

Artificial  
Neural  
Networks

SMOTE 83 99 83 99 98 82 90
kmeans-SMOTE 95 98 75 99 96 83 87
FusedRCE 96 99 78 100 99 86 88

Figure 9. F1-score of 5-fold cross-validation for each learning algorithm with and without the application of the 
proposed algorithm.

(a) F1-score of classifiers before sampling and 
dimensionality reduction.

(b) F1-score after applying FusedRCE and 
dimensionality reduction.

learners mentioned above to find the best com-
bination for detecting fraudulent samples. The 
parameters used for building the classifier are 
detailed in Table 2. Cross-validation was used 
with five splits and three repeats during evalua-
tion to avoid the chances of overfitting. The ex-
perimental results of the change in performance 
based on data distribution from each sampling 
technique is shown in Table 3. The table indi-
cates that by cleaning the data after k-means-
SMOTE oversampling, there is no degradation 
in the performance, and the performance has 
even increased for a few learners.
In Figure 9, we plotted a box-whisker plot to 
summarize the obtained scores from repeated 
k-fold cross-validation after each repetition. 

The triangle between the lines indicates the 
mean of the distribution. If the line and trian-
gle coincide, it shows that the average mean 
of the scores has captured the center tendency 
well. Figure 9(a) and 9(b) compare the results 
obtained on each classifier after applying the 
proposed sampling procedure. We can see that 
all classifiers were performing well on each 
fold after using the proposed framework. The 
boxplot shows that there was no variation in the 
results obtained after each fold. Except in LR, 
we couldn't find any outliers on other classifi-
ers. Considering the prediction results, ANN 
showed better results with the lowest F1-score 
of 98.8% and the highest F1-score of 99%, 
leading to a mean F1-score of 98.9%. 

Figure 8. Performance comparison of different sampling algorithms with sampling ratios.

Table 2. Parameter list for each classifier applied during the experiment.

Acronym Classifier Parameters

LR Logistic regression Penalty: L2 (Ridge Regression), Solver: lbfgs 
Iterations: 100, Inverse Reg Parameter: 1.0

k-NN k-Nearest Neighbors number of Nearest Neighbors = 5, distance = minkowski, 
power parameter for minkowski(p) = 2, n_jobs = 1

DTC Decision Tree Classifier criterion of split = gini, splitter = best, max_dept = 8 
minimum leaf = 1, sample split = 2

ANN (Artificial Neural Network)  
Multilayer Perceptron

Learning_rate=0.1, No of epochs = 34 
Momentum = 0.6, Batch_size = 256 
No. of hidden nodes = 3, Optimizer = adam
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Cost-effectiveness could be achieved by keep-
ing the false alarm rate lower, which is the 
precision rate in the classification algorithm. 
There is always a negotiation between recall 
and precision. Oversampling will help us in in-
creasing the recall but at the cost of precision. 
False alarms might lead to a loss of faith among 
customers, and indirectly, they might be attract-
ed to competitors. Oversampling could help us 
in improving the recall but will end up giving 
poor precision and accuracy. The application of 
the proposed FusedRCE on classifiers helped 
us in maintaining a good recall. Also, we could 
increase the precision at an acceptable level 
(>90%) on all the classifiers with a sampling 
ratio of [0.90, 0.10]. From the results, we could 
also see that the model had produced a good 
separability between classes, showing an AUC 
value of 95% using k-NN, 93% with CART and 
88% with ANN. We can objectively state that 
the proposed FusedRCE through concentrated 
oversampling and noise removal had improved 
prediction performance with the above results. 
Also, it helped in reducing the overlapping and 
misclassifications caused during sampling.

5. Conclusion

The work analyzes different oversampling tech-
niques to deal with the problem of imbalanced 
data learning. When classifying large datasets 
with high-class imbalance, certain issues persist 
while using oversampling algorithms. Over-
sampling increases the data size and introduces 
noise in the data by imputing a similar pattern 
of minority samples everywhere, further gen-
eralizing the model. To solve the problem, we 
propose a Fused Resampling and Cleaning En-
semble (FusedRCE) that uses kmeans-SMOTE 
to oversample the data and filter noise through 
data cleaning using the Tomek Link algorithm. 
The experiments prove that the proposed sam-
pling method helped us overcome the disadvan-
tages caused by balancing the data. We have 
also applied an appropriate feature reduction 
technique to select the most relevant features 
required for the study. The entire framework 
was executed with repeated 5-fold cross-vali-
dation for avoiding any chances of overfitting. 
The model was applied to many classifiers to 
find a suitable learner based on its performance. 
Out of the four classification algorithms used, 

the FusedRCE algorithm outperformed other 
sampling methods on three classifiers. Based 
on the above results, we can ascertain that the 
combined approach showed superior perfor-
mance compared to other sampling approaches 
mentioned. Among classifiers, ANN with Fuse-
dRCE proved to have the highest F1-score of 
98.9%, with a shorter delay in execution time.
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Cost-effectiveness could be achieved by keep-
ing the false alarm rate lower, which is the 
precision rate in the classification algorithm. 
There is always a negotiation between recall 
and precision. Oversampling will help us in in-
creasing the recall but at the cost of precision. 
False alarms might lead to a loss of faith among 
customers, and indirectly, they might be attract-
ed to competitors. Oversampling could help us 
in improving the recall but will end up giving 
poor precision and accuracy. The application of 
the proposed FusedRCE on classifiers helped 
us in maintaining a good recall. Also, we could 
increase the precision at an acceptable level 
(>90%) on all the classifiers with a sampling 
ratio of [0.90, 0.10]. From the results, we could 
also see that the model had produced a good 
separability between classes, showing an AUC 
value of 95% using k-NN, 93% with CART and 
88% with ANN. We can objectively state that 
the proposed FusedRCE through concentrated 
oversampling and noise removal had improved 
prediction performance with the above results. 
Also, it helped in reducing the overlapping and 
misclassifications caused during sampling.

5. Conclusion

The work analyzes different oversampling tech-
niques to deal with the problem of imbalanced 
data learning. When classifying large datasets 
with high-class imbalance, certain issues persist 
while using oversampling algorithms. Over-
sampling increases the data size and introduces 
noise in the data by imputing a similar pattern 
of minority samples everywhere, further gen-
eralizing the model. To solve the problem, we 
propose a Fused Resampling and Cleaning En-
semble (FusedRCE) that uses kmeans-SMOTE 
to oversample the data and filter noise through 
data cleaning using the Tomek Link algorithm. 
The experiments prove that the proposed sam-
pling method helped us overcome the disadvan-
tages caused by balancing the data. We have 
also applied an appropriate feature reduction 
technique to select the most relevant features 
required for the study. The entire framework 
was executed with repeated 5-fold cross-vali-
dation for avoiding any chances of overfitting. 
The model was applied to many classifiers to 
find a suitable learner based on its performance. 
Out of the four classification algorithms used, 

the FusedRCE algorithm outperformed other 
sampling methods on three classifiers. Based 
on the above results, we can ascertain that the 
combined approach showed superior perfor-
mance compared to other sampling approaches 
mentioned. Among classifiers, ANN with Fuse-
dRCE proved to have the highest F1-score of 
98.9%, with a shorter delay in execution time.
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