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In natural language processing (NLP) of Chinese 
hazard text collected in the process of hazard iden-
tification, Chinese word segmentation (CWS) is the 
first step to extracting meaningful information from 
such semi-structured Chinese texts. This paper pro-
poses a new neighbor entropy-based segmentation 
(NES) model for CWS. The model considers the seg-
mentation benefits of neighbor entropies, adopting 
the concept of "neighbor" in optimization research. 
It is defined by the benefit ratio of text segmentation, 
including benefits and losses of combining the seg-
mentation unit with more information than other pop-
ular statistical models. In the experiments performed, 
together with the maximum-based segmentation al-
gorithm, the NES model achieves a 99.3% precision, 
98.7% recall, and 99.0% f-measure for text segmen-
tation; these performances are higher than those of 
existing tools based on other seven popular statistical 
models. Results show that the NES model is a valid 
CWS, especially for text segmentation requirements 
necessitating longer-sized characters. The text cor-
pus used comes from the Beijing Municipal Admin-
istration of Work Safety, which was recorded in the 
fourth quarter of 2018.
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→ Information retrieval → Retrieval models and 
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1. Introduction

In order to prevent accidents in workplaces, 
there is usually a mechanism in place for work-
ers to report hazards before they occur [1]. 

Through rectifying the hazards, the risks of 
similar events can be mitigated [2]. In January 
2017, the General Office of the State Council 
of China issued the 13th Five-Year Plan for 
Safety Management, which emphasized hazard 
identification as the most critical task for safety 
management in China. Hazard texts (or hazard 
reports) recorded by safety management work-
ers are the essential sources of hazard identi-
fication. However, the amount of hazard texts 
that need to be read and analyzed in Chinese 
is so large that they are beyond the analytical 
capability of humans, hence tools or system 
should be employed to help the respective anal-
ysis. Since it has been noted that the efficiency 
of existing tools is poor, a novel approach is 
proposed and elaborated in the continuation of 
the paper.

1.1. Hazard Text 

Hazard reports are recorded during the hazard 
identification process according to specific at-
tributes or structures. Each record includes the 
checking time, the name of the workshop being 
investigated, the content of the hazard item (i.e. 
the hazard text), and the category of hazard, as 
shown in Table 1. 
A hazard report has the following characteris-
tics: 
1. the report itself is semi-structured, which 

on the one hand means that it is saved in a 
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3. Many neural network-based methods have 
been proposed for CWS [20]. It is one 
kind of distributed n-grams. The dynamic 
programming algorithm is applied, and it 
requires storing lots of information about 
previous steps. The maximal length of the 
segments affects the performance, which 
makes it somewhat complex compared 
with simple statistic methods. Particle 
swarm optimization (PSO) is another pop-
ular intelligent algorithm in text segmenta-
tion [21]. However, PSO fitness functions 
are difficult to establish for the benefit of 
text segmentation, and applying the algo-
rithm to more significant dimensional op-
timization problems is also problematic 
[22]. 

4. Many in-depth learning-based methods 
have also been put forward for text seg-
mentation [23, 24], but they require many 
labeled sentences during model train-
ing. Some semi-supervised deep learning 
methods have also been built [25]. Howev-
er, compared to shallow learning methods, 
they are black-box models, complicated 
corresponding algorithms, and expensive 
computations in training and prediction. 

5. In addition, hybrid approaches usual-
ly combine two approaches to merge the 
benefits of general and domain-specif-
ic knowledge [26]. Although the hybrid 
approaches take advantage of different 
approaches to obtain more accurate seg-
ments, these are achieved at the expense 
of increasingly complex processing times, 
disk spaces, and cost requirements. The 
balance between capacity and computa-
tional cost is challenging for using most 
machine learning approaches. 

6. Certainly, the simplest method is to adopt 
available CWS tools, such as ICTCLAS 
(Institute of Computing Technology, Chi-
nese Lexical Analysis System). However, 
segmentation results provided by these 
popular SW tools are not applicable for 
hazard text because most auto-segmented 
units are composed of unigram and bigram 
characters, which are not the information 
we seek to extract. While the hazard text 
is more likely to be segmented as more 
extended size characters, it also implies 

mining. In English and many other languages 
that use some form of Latin alphabet, the space 
is a good word delimiter. However, some Asian 
texts only consist of character strings without 
obvious boundaries between words, except for 
punctuation signs at the end of each sentence 
and occasional commas in the sentences. In ad-
dition, the ambiguous and out-of-vocabulary 
(OOV) words make it difficult to accurately 
separate a string of Asian characters into words. 
Ambiguous words are composed of one or more 
characters and are not explicitly delimited [16]. 
There are at least two special characteristics 
of Chinese hazard text segmentation. First, the 
length of word segmentation is considerable and 
dynamic, such as "未健全" (3 characters) and "
安全生产" (4 characters). Generally, the length 
of word segmentation contains more unigram 
and bigram characters in other fields. Second, 
it shows the problems of ambiguous segmen-
tation and of named entity recognition (one of 
the OOV problems), such as a person's name 
("董雨倩", Dong Yuqian) and place name, as 
displayed in Table 1. 

1.3. General Methods of CWS

There are six types of segmentation methods: 
dictionary-based, statistics-based, intelligent 
algorithm-based, in-depth learning-based, hy-
brid-based, and tool-based methods. 
1. The dictionary-based word segmentation 

methods, such as maximum forward and 
reverse matching, have a poor recognition 
rate for unfamiliar words and ambiguities. 
Although the speed of segmentation is fast, 
the accuracy of matching methods is lim-
ited [17]. 

2. The statistical model is the most straight-
forward and efficient method. N-gram 
probability and mutual information (MI) 
are the typical models [18, 19]. Bigram 
and MI are measures of co-occurrence 
between characters, where the fewer the 
co-occurrence between two continuous 
characters, the larger the probability of 
separating them. Therefore, these models 
have limitations when handling the OOV 
words (sometimes occurring only once) 
and ambiguous words (sometimes com-
bined with the lower probability).

structured storage according to the check-
ing time and other parameters; while on 
the other hand, the hazard text is narrative 
(i.e. un-structured), and the length of each 
segment is uncertain; 

2. the hazard text is a kind of short text, and 
each of such texts can be further divided 
into a shorter sentence by using a sequence 
number, and 

3. the hazard text contains professional 
words, generally described in terms of 
safety science, such as "安全生产" (work 
safety) and "责任制度" (responsibility 
system). 

1.2. Hazard Text Segmentation 

Safety management information systems typi-
cally have to process quite an amount of tex-
tual data like the hazard text. Fortunately, with 
advances in data mining techniques, there has 
been a continuous growth in text mining knowl-
edge in the injury field [3]. 
Currently, the majority of studies focus on in-
formation retrieval (IR), natural language pro-
cessing (NLP) [4–7], and text classification 
[8–11], but there is only limited research on text 
segmentation, which can be further subdivided 
into word segmentation, feature segmentation, 
and sentence segmentation. Text segmentation 
is an important NLP task, which is fundamental 
to many text mining tasks, here ncluding text 
classification and text clustering. It also has an 

essential effect on IR effectiveness [12]. Text 
segmentation results facilitate detailed analysis 
by automatically extracting knowledge. 
Text objects are generally derived more from 
compensation claims, accident reports, and 
near-miss reports and less from hazard texts. 
However, like other unstructured or semi-struc-
tured texts, the analysis of hazard texts can help 
extract more information in decision-making 
and support safety management [13, 14] to bet-
ter serve accident analysis and prevention. 
There are several well-known CWS tools; how-
ever, the respective segmentation results are not 
optimized for hazard texts, the primary reason 
stemming form the fact that most segment-
ed units are composed of unigram and bigram 
characters. As a matter of fact, in modern stan-
dard Chinese there are 5% one-character words, 
75% two-character words, and 14% three-char-
acter words, with 6% being four- or more 
characters [15]. These cannot meet the hazard 
text segmentation requirements, requiring lon-
ger-sized characters. For the Chinese, text seg-
mentation is the primary step for many down-
stream tasks, and some suitable methodologies 
with high performance and low computational 
cost need to be investigated systematically. 
For Chinese text mining, a fundamental task is 
to perform Chinese word segmentation (CWS), 
which is also a critical process in the initial 
stages of other Chinese text mining approach-
es. Text segmentation, which partitions a plain 
text into a sequence of meaningful words, is 
one of the most critical research areas in text 

Table 1. An example of a record of hazard reports.  
(above: original Chinese text; below: English translation).

Checking time Name of  
workshops Hazard texts Categories

2018-10-25 北京XX餐饮有限
公司

1、未健全安全生产责任制度;

2、从业人员董雨倩等38人未经安
全生产教育上岗工作;

1. 安全生产责任制缺陷

2.培训教育不足

10-25-2018 Beijing XX  
Catering Co., Ltd.

1. Need to improve the responsibility 
system for work safety.

2. A total of 38 employees work 
without safety trainings, such as 

Dong Yuqian

1. Defects of responsibility 
systems

2. Without enough training

Note: "安全生产" is a compact unit with four characters (long characters); "董雨倩" is a person's name (out-of-vo-
cabulary word).
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3. Many neural network-based methods have 
been proposed for CWS [20]. It is one 
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requires storing lots of information about 
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with simple statistic methods. Particle 
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narios and the informed development of appro-
priate interventions to prevent future injuries. 
The near-miss report is a narrative text, while 
the hazard text is semi-structured, and com-
posed of short sentences. Both near-miss and 
accident reports have great significance in sur-
veillance systems. While injury data gives in-
formation about incidence and the direct cause 
of an injury, near-miss data enable the identifi-
cation of various hazards within an organiza-
tion or industry while providing an opportunity 
for risk reduction. In simple terms, "yes" means 
injury, and "no" means near-miss [8].
Text segmentation provides a solution for ex-
tracting meaningful units from unstructured 
texts. These compact sets of units (or particles) 
can be words, features, or subtopics. According 
to the categories of compact units, text segmen-
tation can be divided into word segmentation, 
feature segmentation, and sentence segmenta-
tion. For word segmentation (text segmentation 
means word segmentation in this paper), the 
segmentation unit is a word composed of sever-
al characters. Thus, word segmentation aims to 
segment plain text into a sequence of meaning-
ful words [28]. The word concept is a sequence 
of characters delimited by precise word bound-
aries [29]. Feature segmentation is the problem 
of dividing written words into key phrases (two 
or more groups of words). This process con-
verts a sentence into meaning features, terms, 
or tokens; the segmentation result improving 
the performance of text classification and clus-
tering [30]. Sentence segmentation is splitting 
a long document or a text stream into several 
topical segments, usually blocks of sentences. 
In other words, sentence segmentation aims to 
identify topic boundaries within a document to 
partition it into several topical segments, each 
consisting of consecutive sentences [31]. It is 
applied in the first step of document summa-
rization, which often breaks a document into 
topics. 

2.2. Statistical Segmentation Models 

Chinese word segmentation is the first step 
for extracting valuable information from the 
original (Chinese) hazard text, serving as the 
basis for applying subsequent text mining tech-
niques. Several efficient statistical language 

models segment unpartitioned texts into coher-
ent fragments. 
Model 1, one of the most popular models for 
the NLP, is the n-gram probability. N-gram re-
fers to a set of N adjacent elements as they ap-
pear in texts. Multi-character-based approach-
es segment texts into strings containing one 
(unigram), two (bigram), three (trigram), or 
more (n-gram) characters. Given two continu-
ous random variables wi and wi + 1, their bigram 
probability p(wi, wi + 1) is defined in terms of 
probabilistic density functions and conditional 
probability:
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that the segmented unit should contain a 
trigram, 4-gram, or more characters, be-
cause they are compact and meaningful 
units. For example, "安全生产" (work 
safety) is a compact and meaningful unit, 
so it does not need to be segmented as "
安全|生产." In addition, these CWS tools 
use dictionary-based techniques, and some 
OOV words from the injury field are not 
included. Moreover, some words in the 
dictionary are not suitable for the injury 
field, thus leading to lower accuracy of 
text segmentation in the injury field. 

1.4. Improved Understanding from 
Optimization

Switching to a new field with many new words 
beyond the considered dictionary makes the 
dictionary-based word segmentation methods 
less suitable. The statistical model is still the 
priority when baselining segmentation results 
quickly. 
Currently, most statistical models only focus 
on their combined benefits and do not consider 
losses when combined with other data particles 
(or compact data units, such as Chinese charac-
ters). For example, the benefit of an OOV word 
is lower because of its low probability. How-
ever, if the characters in the OOV words are 
combined with their neighboring characters, it 
could cause the loss of the whole text stream 
or lessen the benefit for the whole text stream 
during the segmentation process. It means that 
focusing on the fitness value of the unit is not 
enough during the text segmentation process, 
and we have to consider the benefits of neigh-
bors.
In optimization research, the fitness function is 
established by itself and its "neighbors" [27]. 
Several text segmentation models are com-
posed of information entropy. Therefore, this 
paper proposes a neighbor entropy-based seg-
mentation (NES) to measure the benefit and 
loss of different segmentation choices. 
A simple maximum-based segmentation algo-
rithm is designed for CWS to realize the pro-
posed model. The proposed solution is com-
pared with the CWS tool and other popular 
statistical models by applying a test corpus tak-
en from the collected texts during the hazard 

identification process for some catering enter-
prises in Beijing. Further to text segmentation, 
some helpful information is retrieved. It can be 
seen that there are several common outstanding 
hazards for catering enterprises, which will pro-
vide help and support for making decision and 
safety management. 
Hazard analysis is a crucial task in accident 
analysis and prevention. Automatic text seg-
mentation represents a fundamental task in text 
mining to extract meaningful information from 
semi-structured hazard text, where meaningful 
information means the valid feature word seg-
mented by text segmentation. The high dimen-
sional space causes the problem of text visual-
ization. After the segmentation, the hazard text 
is easier to read and understand, thus allowing 
safety managers to focus on prevention strate-
gy. Moreover, text segmentation is necessary 
to reduce the feature dimension required by 
text classification and clustering in NLP. Due 
to current CWS tools' limitations, we have to 
develop new text segmentation methods suit-
able for the injury field. The statistical method 
prioritizes its simplicity and effectiveness when 
switching to a new field. 
Furthermore, such method is a baseline meth-
od for performance comparison. However, the 
existing state-of-the-art statistical methods still 
have limitations, as mentioned above. Hence, 
we need to investigate the improvement based 
on theoretical limitations of the models them-
selves and the characteristics of texts in the in-
jury field. 

2. Related Work 

2.1. Concepts 

Before discussions, let us clarify two concepts: 
hazard text and text segmentation. Many or-
ganizations have significant sources of textual 
data, including hazard texts, near-miss reports, 
accident reports (or injury reports), and acci-
dent investigation reports. Hazard texts provide 
information about risks; they provide a valuable 
complement to an accident reporting system. 
The near-miss report identifies various hazards 
within an organization or industry. The coding 
of near misses will help construct hazard sce-
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narios and the informed development of appro-
priate interventions to prevent future injuries. 
The near-miss report is a narrative text, while 
the hazard text is semi-structured, and com-
posed of short sentences. Both near-miss and 
accident reports have great significance in sur-
veillance systems. While injury data gives in-
formation about incidence and the direct cause 
of an injury, near-miss data enable the identifi-
cation of various hazards within an organiza-
tion or industry while providing an opportunity 
for risk reduction. In simple terms, "yes" means 
injury, and "no" means near-miss [8].
Text segmentation provides a solution for ex-
tracting meaningful units from unstructured 
texts. These compact sets of units (or particles) 
can be words, features, or subtopics. According 
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tation can be divided into word segmentation, 
feature segmentation, and sentence segmenta-
tion. For word segmentation (text segmentation 
means word segmentation in this paper), the 
segmentation unit is a word composed of sever-
al characters. Thus, word segmentation aims to 
segment plain text into a sequence of meaning-
ful words [28]. The word concept is a sequence 
of characters delimited by precise word bound-
aries [29]. Feature segmentation is the problem 
of dividing written words into key phrases (two 
or more groups of words). This process con-
verts a sentence into meaning features, terms, 
or tokens; the segmentation result improving 
the performance of text classification and clus-
tering [30]. Sentence segmentation is splitting 
a long document or a text stream into several 
topical segments, usually blocks of sentences. 
In other words, sentence segmentation aims to 
identify topic boundaries within a document to 
partition it into several topical segments, each 
consisting of consecutive sentences [31]. It is 
applied in the first step of document summa-
rization, which often breaks a document into 
topics. 

2.2. Statistical Segmentation Models 

Chinese word segmentation is the first step 
for extracting valuable information from the 
original (Chinese) hazard text, serving as the 
basis for applying subsequent text mining tech-
niques. Several efficient statistical language 

models segment unpartitioned texts into coher-
ent fragments. 
Model 1, one of the most popular models for 
the NLP, is the n-gram probability. N-gram re-
fers to a set of N adjacent elements as they ap-
pear in texts. Multi-character-based approach-
es segment texts into strings containing one 
(unigram), two (bigram), three (trigram), or 
more (n-gram) characters. Given two continu-
ous random variables wi and wi + 1, their bigram 
probability p(wi, wi + 1) is defined in terms of 
probabilistic density functions and conditional 
probability:
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that the segmented unit should contain a 
trigram, 4-gram, or more characters, be-
cause they are compact and meaningful 
units. For example, "安全生产" (work 
safety) is a compact and meaningful unit, 
so it does not need to be segmented as "
安全|生产." In addition, these CWS tools 
use dictionary-based techniques, and some 
OOV words from the injury field are not 
included. Moreover, some words in the 
dictionary are not suitable for the injury 
field, thus leading to lower accuracy of 
text segmentation in the injury field. 

1.4. Improved Understanding from 
Optimization

Switching to a new field with many new words 
beyond the considered dictionary makes the 
dictionary-based word segmentation methods 
less suitable. The statistical model is still the 
priority when baselining segmentation results 
quickly. 
Currently, most statistical models only focus 
on their combined benefits and do not consider 
losses when combined with other data particles 
(or compact data units, such as Chinese charac-
ters). For example, the benefit of an OOV word 
is lower because of its low probability. How-
ever, if the characters in the OOV words are 
combined with their neighboring characters, it 
could cause the loss of the whole text stream 
or lessen the benefit for the whole text stream 
during the segmentation process. It means that 
focusing on the fitness value of the unit is not 
enough during the text segmentation process, 
and we have to consider the benefits of neigh-
bors.
In optimization research, the fitness function is 
established by itself and its "neighbors" [27]. 
Several text segmentation models are com-
posed of information entropy. Therefore, this 
paper proposes a neighbor entropy-based seg-
mentation (NES) to measure the benefit and 
loss of different segmentation choices. 
A simple maximum-based segmentation algo-
rithm is designed for CWS to realize the pro-
posed model. The proposed solution is com-
pared with the CWS tool and other popular 
statistical models by applying a test corpus tak-
en from the collected texts during the hazard 

identification process for some catering enter-
prises in Beijing. Further to text segmentation, 
some helpful information is retrieved. It can be 
seen that there are several common outstanding 
hazards for catering enterprises, which will pro-
vide help and support for making decision and 
safety management. 
Hazard analysis is a crucial task in accident 
analysis and prevention. Automatic text seg-
mentation represents a fundamental task in text 
mining to extract meaningful information from 
semi-structured hazard text, where meaningful 
information means the valid feature word seg-
mented by text segmentation. The high dimen-
sional space causes the problem of text visual-
ization. After the segmentation, the hazard text 
is easier to read and understand, thus allowing 
safety managers to focus on prevention strate-
gy. Moreover, text segmentation is necessary 
to reduce the feature dimension required by 
text classification and clustering in NLP. Due 
to current CWS tools' limitations, we have to 
develop new text segmentation methods suit-
able for the injury field. The statistical method 
prioritizes its simplicity and effectiveness when 
switching to a new field. 
Furthermore, such method is a baseline meth-
od for performance comparison. However, the 
existing state-of-the-art statistical methods still 
have limitations, as mentioned above. Hence, 
we need to investigate the improvement based 
on theoretical limitations of the models them-
selves and the characteristics of texts in the in-
jury field. 

2. Related Work 

2.1. Concepts 

Before discussions, let us clarify two concepts: 
hazard text and text segmentation. Many or-
ganizations have significant sources of textual 
data, including hazard texts, near-miss reports, 
accident reports (or injury reports), and acci-
dent investigation reports. Hazard texts provide 
information about risks; they provide a valuable 
complement to an accident reporting system. 
The near-miss report identifies various hazards 
within an organization or industry. The coding 
of near misses will help construct hazard sce-
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probability p(wi+1 | wi) for wi and a forward 
conditional probability (wi | wi+1) for wi+1. If 
conditional probabilities of both directions are 
high, particles should be combined with strong 
correlations. Compared with bigram probabili-
ty and MI, the symmetric models consider both 
directions. Theoretically, they will be more ef-
ficient than n-gram probability and MI, which 
only cover one direction. 

3. Neighbour Entropy-Based  
Segmentation 

All seven statistical models (Bigram, MI, 
t-model, boundary entropy, normalized MI, 
symmetric MI, and DCS models) only consider 
their segmentation benefits, making it hard to 
handle ambiguous words (sometimes combined 
with a lower benefit) and OOV words (some-
times occurring only once). This paper propos-
es a new model that considers neighbor entro-
pies' segmentation benefits. 

3.1. Entropy 

In information theory, information entropy 
studies relate to the amount of information in a 
transmitted message. The definition of informa-
tion entropy is expressed in terms of a discrete 
set of probabilities pi [21]: 

2logi i i
i i

H h p p= =∑ ∑
         

 (12)

For transmitted messages, these probabilities 
mean that a particular message was transmitted, 
and the entropy of the message system is a mea-
sure of the average amount of information in 
it. For medium and large-sized texts, the maxi-
mum probability of each character will be less 
than 0.1 in practice, and hi ∝ pi (see Figure 1). 
Thus, we use information entropy to calculate 
the benefit of the combined unit. The higher the 
probability is, the more significant is the entro-
py value.

3.2. Neighbour Entropy-Based 
Segmentation (NES) 

When certain particles are combined, most 
available models only focus on the combination 
benefit rather than considering the loss caused 
by the combination (in other words, the benefit 
of separating them). From a statistical point of 
view, the combined unit should have a higher 
probability, while the unit may occur only once 
in terms of an OOV word. Therefore, there is a 
conflict in focusing on the unit's fitness value. 
In optimization research, the benefit function is 
established by itself and its "neighbors." 
For each particle wi, only two segmentation re-
sults are combined and separated with the con-
tinuous particle wi+1, given by a label assign-
ment of label = {Yes, No}. Here, label = No if 

Figure 1. Entropy value curve.

Model 3, another type of statistical model that 
breaks the input text stream into candidate 
words according to entropy information, is 
based on word boundary entropy and is denot-
ed by HB [33]:
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where C is the set of all possible successor 
characters following a subsequence wi, and 
p(wi + 1)│wi) is the occurrence probability of 
character wi + 1 following wi. 
Model 4 is based on MI, a measure of co-occur-
rence between characters [19]:
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The MI definition can be rewritten in terms of 
entropies and conditional entropies as follows:
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It can take values in the following interval:
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Then, model 5 is defined as normalized MI 
[34]:
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Model 6 is defined as symmetric MI to measure 
symmetric uncertainty [35]:
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IN and IS take values between 0 and 1, respec-
tively, where 0 indicates that the variables are 
independent and '1' implies that the knowledge 
about the value of one variable is enough to de-
fine the other perfectly. 
In statistics and probability theory, correlation 
measures dependence between two paired ran-
dom vectors. The correlation concept has been 
used in text-similarity measurement [36] and 
features dependency analysis [37]. Since the 

similarity between data particles is often re-
garded as a symmetrical relationship, model 7 
can be defined as data correlation-based seg-
mentation (DCS):
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In summary, apart from popular models such as 
n-gram probability in Equation (1) and MI in 
Equation (4), the above section also lists five 
additional statistical models: t-model in Equa-
tion (2), word boundary entropy in Equation 
(3), normalized MI in Equation (7), symmetric 
MI in Equation (8), and DCS in Equation (9); 
indeed, the fitness values of the above models 
are calculated by these equations separately. All 
seven models achieve good performances for 
their own NLPs. 
Word segmentation must rely on character-lev-
el information indicated by conditional proba-
bility, such as n-gram probability, or co-occur-
rence probability, such as MI. MI can also be 
written as:
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The higher the conditional probability is, the 
more significant the MI. Both models, n-gram 
probability and MI, only consider conditional 
probability p(wi+1 | wi), which shows whether 
wi would like to combine it with wi+1. It is not 
considered whether wi+1 would like to combine 
it with wi. 
T-model and word boundary entropy mod-
els are also built from conditional probability 
while considering contextual relationships; this 
means that when setting the word boundary for 
the current character, they compare with the 
following variable and the former variable.
Normalized MI, symmetric MI, and DCS are 
defined symmetrically. For any two continu-
ous particles, there is a backward conditional 
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directions. Theoretically, they will be more ef-
ficient than n-gram probability and MI, which 
only cover one direction. 
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Segmentation 
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symmetric MI, and DCS models) only consider 
their segmentation benefits, making it hard to 
handle ambiguous words (sometimes combined 
with a lower benefit) and OOV words (some-
times occurring only once). This paper propos-
es a new model that considers neighbor entro-
pies' segmentation benefits. 
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In information theory, information entropy 
studies relate to the amount of information in a 
transmitted message. The definition of informa-
tion entropy is expressed in terms of a discrete 
set of probabilities pi [21]: 
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established by itself and its "neighbors." 
For each particle wi, only two segmentation re-
sults are combined and separated with the con-
tinuous particle wi+1, given by a label assign-
ment of label = {Yes, No}. Here, label = No if 
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Model 3, another type of statistical model that 
breaks the input text stream into candidate 
words according to entropy information, is 
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where C is the set of all possible successor 
characters following a subsequence wi, and 
p(wi + 1)│wi) is the occurrence probability of 
character wi + 1 following wi. 
Model 4 is based on MI, a measure of co-occur-
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The higher the conditional probability is, the 
more significant the MI. Both models, n-gram 
probability and MI, only consider conditional 
probability p(wi+1 | wi), which shows whether 
wi would like to combine it with wi+1. It is not 
considered whether wi+1 would like to combine 
it with wi. 
T-model and word boundary entropy mod-
els are also built from conditional probability 
while considering contextual relationships; this 
means that when setting the word boundary for 
the current character, they compare with the 
following variable and the former variable.
Normalized MI, symmetric MI, and DCS are 
defined symmetrically. For any two continu-
ous particles, there is a backward conditional 
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dition, and four neighbor entropies (H(wi-2, 
wi-1), H(wi+2, wi+3), H(wi-1, wi), H(wi+1, wi+2)) 
are considered to contain more information 
than the traditional models that only cover 
H(wi, wi+1). The NES model shows three char-
acteristic properties. 
The first is the capacity of NES to measure any 
character. Equation (14–16) shows that NES is 
built from the nearest entropies and does not 
need extra statistics. The entropy value is zero 
if the neighbor variable is empty or unigram. 
For example, if there is no wi-1 or wi-2 for cur-
rent wi in one sentence, H(wi-2, wi-1) = 0 ( p(wi-

2, wi-1) = 0). No wi-1 means wi is the beginning 
character of the sentence; no wi-2 means wi is 
the second character of the sentence. The con-
dition is the same for the last character of the 
sentence H(wi+2, wi+3).
The second is that the value of NES is between 
0 and 1, and it is nondimensional, as shown in 
Equation (14). That is, 0 ≤ RatioH (Yes | wi) ≤ 1. 
The higher HN(Yes | wi) is, the more significant 
is the probability of combining with a contin-
uous one. Otherwise, 0 implies no benefit in 
combining particles. The smaller H(No | wi) is, 
the more significant is the probability to com-
bine with a continuous one. The lowest value of 
NES appears at the word boundary. 

The third is that the segmentation is dynamic 
for the exact text string. The segmentation may 
be different for the same text string based on the 
contextual relationship. It reflects the dynamic 
essence of word segmentation, and this paper 
uses the NES model as the objective function to 
segment the text into strings. At the same time, 
the segmentation result is not flexible for the 
exact text string in the test corpus for the other 
statistical models. For example, "不符合" (do 
not meet) can be segmented as "不|符合" and "
不符|合," as shown in Table 2 and Table 3 (the 
character with the most significant NES value 
is combined first); in fact, both conditions ("符
合" and "不符") are correct for CWS.

4. Maximum-Based Segmentation 
Algorithm 

In order to verify the effectiveness of the NES 
model, a simple maximum-based segmentation 
algorithm is designed. One Chinese word can 
be composed of a unigram character, bigram 
characters, or more characters. N-gram charac-
ters (N ≥ 3) can be composed of unigrams or 
bigrams, so identifying unigrams and bigrams 
is the fundamental process. The main idea of 
the max-algorithm is to segment unigrams and 
bigrams first by maximum fitness values in or-

Table 2. An example of Chinese text segmentation of "不|符合".

c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13

后 厨 临 时 用 电 不 符 合 安 全 要 求

NES 0.8 0.4 0.7 0.3 0.7 0.5 0.4 0.7 0.2 0.9 0.2 1.0 0.0

Note: 后厨临时用电不符合安全要求 (In the kitchen, temporary power usages do not meet safety requirements). '|' 
in the table means separators between Chinese characters.

Table 3. An example of Chinese text segmentation of "不符|合".

c1 c2 c3 c4 c5 c8 c9 c10 c11 c12 c13

应 急 演 练 记 录 不 符 合 要 求

NES 0.7 0.2 0.8 0.2 0.8 0.4 0.53 0.4 0.5 0.8 0.0

Note: 应急演练记录不符合要求 (Emergency drill records do not meet the requirements).

there is a segment boundary between particles, 
and otherwise, label = Yes if there is a combi-
nation between particles. Based on this annota-
tion, we define the benefit ratio of the text seg-
mentation as follows:
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where Benefit(Yes | wi) is the benefit of com-
bining wi and wi+1 together, Benefit(No | wi) is 
the benefit of separating wi and wi+1 (or the loss 
of combination). If the entropy calculates the 
benefit functions, the benefit ratio equation can 
be rewritten as:
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The benefit value of H(Yes | wi) and the loss val-
ue of H(No | wi) are calculated by the following 
entropies:

2 1 2 3( | ) ( , ) ( , )i i i i iH Yes w H w w H w w− − + += +   (15)

1 1 2( | ) ( , ) ( , )i i i i iH No w H w w H w w− + += +   (16)

H(wi-2, wi-1) and H(wi+2, wi+3) are calculated by 
Equation (12), referring to the entropy of two 
continuous particles, and are proportional to 

their probabilities. For example, H(wi-2, wi-1) = 
-p(wi-2, wi-1)log2 p(wi-2, wi-1).
The segmentation process is illustrated in Fig-
ure 2. If wi and wi+1 are combined, the probabil-
ities are high to merging the former two char-
acters (wi-2, wi-1) and following two characters 
(wi+2, wi+3).  On the contrary, if wi and wi+1 are 
separated, the probabilities are high for merg-
ing the former two characters (wi-1, wi) and fol-
lowing two characters (wi+1, wi+2). Four nearest 
neighbor entropies are included here to analyze 
the total benefits of segmentation.
H(wi, wi+1) is not included in H(Yes | wi), which 
means its benefit is not included, while the ben-
efits of nearest neighbors are included, mainly 
due to the above-discussed conflict. Especial-
ly for the ambiguous words, the benefit value 
of H(wi, wi+1) is low. A bad combination could 
lead to losses on both sides of neighboring seg-
mentations. Similarly, a lousy separation could 
result in losses on both sides of neighboring 
segmentations. 
NES applies RatioH(Yes | wi) to segment the text, 
and is composed of four neighbor entropies, 
covering more information than other statistical 
models. Here, only bigrams are considered in 
NES calculations because trigram, 4-gram, and 
more are composed of bigrams. 

3.3. Analysis of NES 

NES is a measure of the benefit ratio between 
the combined condition and the separated con-

Figure 2. The neighbor entropy-based word segmentation process.
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dition, and four neighbor entropies (H(wi-2, 
wi-1), H(wi+2, wi+3), H(wi-1, wi), H(wi+1, wi+2)) 
are considered to contain more information 
than the traditional models that only cover 
H(wi, wi+1). The NES model shows three char-
acteristic properties. 
The first is the capacity of NES to measure any 
character. Equation (14–16) shows that NES is 
built from the nearest entropies and does not 
need extra statistics. The entropy value is zero 
if the neighbor variable is empty or unigram. 
For example, if there is no wi-1 or wi-2 for cur-
rent wi in one sentence, H(wi-2, wi-1) = 0 ( p(wi-

2, wi-1) = 0). No wi-1 means wi is the beginning 
character of the sentence; no wi-2 means wi is 
the second character of the sentence. The con-
dition is the same for the last character of the 
sentence H(wi+2, wi+3).
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ters (N ≥ 3) can be composed of unigrams or 
bigrams, so identifying unigrams and bigrams 
is the fundamental process. The main idea of 
the max-algorithm is to segment unigrams and 
bigrams first by maximum fitness values in or-

Table 2. An example of Chinese text segmentation of "不|符合".

c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13

后 厨 临 时 用 电 不 符 合 安 全 要 求

NES 0.8 0.4 0.7 0.3 0.7 0.5 0.4 0.7 0.2 0.9 0.2 1.0 0.0

Note: 后厨临时用电不符合安全要求 (In the kitchen, temporary power usages do not meet safety requirements). '|' 
in the table means separators between Chinese characters.

Table 3. An example of Chinese text segmentation of "不符|合".

c1 c2 c3 c4 c5 c8 c9 c10 c11 c12 c13

应 急 演 练 记 录 不 符 合 要 求

NES 0.7 0.2 0.8 0.2 0.8 0.4 0.53 0.4 0.5 0.8 0.0

Note: 应急演练记录不符合要求 (Emergency drill records do not meet the requirements).

there is a segment boundary between particles, 
and otherwise, label = Yes if there is a combi-
nation between particles. Based on this annota-
tion, we define the benefit ratio of the text seg-
mentation as follows:

( | )

( | )
( | ) ( | )
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i i

Ratio Yes w
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Benefit Yes w Benefit No w

=

+    

 (13)

where Benefit(Yes | wi) is the benefit of com-
bining wi and wi+1 together, Benefit(No | wi) is 
the benefit of separating wi and wi+1 (or the loss 
of combination). If the entropy calculates the 
benefit functions, the benefit ratio equation can 
be rewritten as:

( | )
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The benefit value of H(Yes | wi) and the loss val-
ue of H(No | wi) are calculated by the following 
entropies:

2 1 2 3( | ) ( , ) ( , )i i i i iH Yes w H w w H w w− − + += +   (15)

1 1 2( | ) ( , ) ( , )i i i i iH No w H w w H w w− + += +   (16)

H(wi-2, wi-1) and H(wi+2, wi+3) are calculated by 
Equation (12), referring to the entropy of two 
continuous particles, and are proportional to 

their probabilities. For example, H(wi-2, wi-1) = 
-p(wi-2, wi-1)log2 p(wi-2, wi-1).
The segmentation process is illustrated in Fig-
ure 2. If wi and wi+1 are combined, the probabil-
ities are high to merging the former two char-
acters (wi-2, wi-1) and following two characters 
(wi+2, wi+3).  On the contrary, if wi and wi+1 are 
separated, the probabilities are high for merg-
ing the former two characters (wi-1, wi) and fol-
lowing two characters (wi+1, wi+2). Four nearest 
neighbor entropies are included here to analyze 
the total benefits of segmentation.
H(wi, wi+1) is not included in H(Yes | wi), which 
means its benefit is not included, while the ben-
efits of nearest neighbors are included, mainly 
due to the above-discussed conflict. Especial-
ly for the ambiguous words, the benefit value 
of H(wi, wi+1) is low. A bad combination could 
lead to losses on both sides of neighboring seg-
mentations. Similarly, a lousy separation could 
result in losses on both sides of neighboring 
segmentations. 
NES applies RatioH(Yes | wi) to segment the text, 
and is composed of four neighbor entropies, 
covering more information than other statistical 
models. Here, only bigrams are considered in 
NES calculations because trigram, 4-gram, and 
more are composed of bigrams. 

3.3. Analysis of NES 

NES is a measure of the benefit ratio between 
the combined condition and the separated con-

Figure 2. The neighbor entropy-based word segmentation process.
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An example of segmentation steps of one sen-
tence is shown in Figure 3. For example, in step 
3, the most significant fitness value of the char-
acters in this sentence is c12 "要." Therefore, 
we set x12 to 1 first. The second biggest fitness 
value is c10, and therefore, we set x10 to 1. The 
fitness value of c7 is also significant because the 
latter character's binary value is already 1, and 
therefore, we keep x7 = -1 in step 3. Otherwise, 
there will be one trigram segmentation result in 
step 3. In step 4, if the count of "临时用电" is 
significant, we set x4 = 1; otherwise, we set it to 
0; moreover, as "不"(no) is the beginning char-
acter, we set x7 = 1.

4.3 Measurements 

Three segmentation measurements are used to 
evaluate the performance of an automatic seg-

mentation method. These are precision (P), re-
call (R), and f-measure (F), which can be calcu-
lated as follows:

correctNum
autototalNum

P =
                

 (18)

correctNum
mutualCorrectNum

R =
           

 (19)

2 P RF
P R
⋅ ⋅

=
+                      

 (20)

where "correctNum" is the number of words 
correctly identified by the automatic method, 
"autoTotalNum" is the total number of words 
identified by the automatic method, and "manu-
alTotalNum" is the number of words identified 

Table 4. An example of Chinese text segmentation encoded by a binary vector.

c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13

后 厨 临 时 用 电 不 符 合 安 全 要 求

Binary 
vector 1 0 1 0 1 0 1 1 0 1 0 1 0

Note: 0 means the word boundary; 1 means the combination with the successive character.

Figure 3. An example of segmentation steps.

ue for the last character in a sentence 
is 0 (word boundary). 

Step 2. Identify the beginning and end char-
acters. Identify special characters that 
signify the beginning or end of the 
segmentation unit. For example, some 
characters such as "未 (no)" and "不 
(no)" can be used as the beginning of 
words; some characters such as "等" 
(etc.), "及" (and), and "或" (or) can be 
used as the natural word boundaries 
of Chinese text. These characters are 
also called stop words, and there is a 
proposed stop word list [12]. In this 
step, the corresponding binary val-
ue should be set to 1 (for beginning 
words) or 0 (for stop words). 

Step 3. Segment by maximum. This step aims 
to design an efficient algorithm for 
selecting a compact set of words. The 
most straightforward segmentation 
algorithm is setting a threshold; there 
should be a separator if the fitness 
value is less than the threshold. The 
smaller the fitness value, the higher 
the probability of separating them, 
and the bigger the fitness of two par-
ticles, the higher the probability of 
combining them. Based on this con-
cept, we design a segmentation algo-
rithm by ordering fitness values by 
maximum, combining the characters 
with the highest fitness value until 
there are no continuous unigrams. 
The task in this step is to segment an 
input sentence into a sequence of uni-
gram and bigram characters. The ad-
vantage of this method is that users do 
not need to define the threshold rely-
ing on previous experience. Here, the 
corresponding binary value should be 
1 if it meets the above requirements. 

Step 4. Combine into n-gram. This step 
checks whether unigrams and bigrams 
can be combined into an n-gram (n ≥ 
3). If the fitness values of the remain-
ing unhandled particles with the value 
"-1" are large enough, we will com-
bine them. The threshold should be 
set by users depending on segmenta-
tion requirements. 

der, and then combine them into n-grams. The 
steps of text segmentation are presented in the 
following bulleted list: 

 ● input original text stream; 
 ● pre-processing; 
 ● initialize the stream with the binary vector, 

and segment the stream by punctuations; 
 ● segment the stream by memorable charac-

ters (begin and end characters);
 ● segment the stream by maximum fitness 

values calculated by NES; 
 ● combine into n-gram. 

4.1. Segmentation Encodings 

Since a Chinese sentence is usually a sequence 
of Chinese characters, we can take the CWS as 
a sequence tagging or labeling problem [38]. 
For each character in a sentence, one of the tags 
is assigned from a predefined tag set, indicating 
its segmentation result in a text stream. If a text 
stream contains n characters, the segmentation 
result of the text can be represented as a binary 
vector with n elements: 

X = {x1, x2, ..., xi, ..., xn}            (17)
where xi represents the segmentation value of 
the ith word in the text. It is encoded as either 
0 or 1. If the ith word is combined with its next 
successive word, xi = 1; otherwise, xi = 0. Table 
4 shows an example of the text segmentation 
result encoded by a binary vector.

4.2. Segmentation Steps

CWS consists of two parts. The first is pre-pro-
cessing, and the second is word segmentation. 
The former extracts the valid characters from 
sentences with techniques including removing 
auxiliary words and segmenting sentences by 
punctuations. The second step segments the 
character series into words with meaningful 
units. The following steps elaborate on the seg-
mentation method. Suppose C = {c1, c2, ..., ci, 
..., cn} is a sentence with n characters. 
Step 1. Init binary vector. Init binary vector 

into -1 and 0. -1 means the follow-
ing variable is a valid character, and 
0 means the following variable is a 
punctuation; therefore, the binary val-
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An example of segmentation steps of one sen-
tence is shown in Figure 3. For example, in step 
3, the most significant fitness value of the char-
acters in this sentence is c12 "要." Therefore, 
we set x12 to 1 first. The second biggest fitness 
value is c10, and therefore, we set x10 to 1. The 
fitness value of c7 is also significant because the 
latter character's binary value is already 1, and 
therefore, we keep x7 = -1 in step 3. Otherwise, 
there will be one trigram segmentation result in 
step 3. In step 4, if the count of "临时用电" is 
significant, we set x4 = 1; otherwise, we set it to 
0; moreover, as "不"(no) is the beginning char-
acter, we set x7 = 1.

4.3 Measurements 

Three segmentation measurements are used to 
evaluate the performance of an automatic seg-

mentation method. These are precision (P), re-
call (R), and f-measure (F), which can be calcu-
lated as follows:
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where "correctNum" is the number of words 
correctly identified by the automatic method, 
"autoTotalNum" is the total number of words 
identified by the automatic method, and "manu-
alTotalNum" is the number of words identified 

Table 4. An example of Chinese text segmentation encoded by a binary vector.

c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13

后 厨 临 时 用 电 不 符 合 安 全 要 求

Binary 
vector 1 0 1 0 1 0 1 1 0 1 0 1 0

Note: 0 means the word boundary; 1 means the combination with the successive character.

Figure 3. An example of segmentation steps.

ue for the last character in a sentence 
is 0 (word boundary). 

Step 2. Identify the beginning and end char-
acters. Identify special characters that 
signify the beginning or end of the 
segmentation unit. For example, some 
characters such as "未 (no)" and "不 
(no)" can be used as the beginning of 
words; some characters such as "等" 
(etc.), "及" (and), and "或" (or) can be 
used as the natural word boundaries 
of Chinese text. These characters are 
also called stop words, and there is a 
proposed stop word list [12]. In this 
step, the corresponding binary val-
ue should be set to 1 (for beginning 
words) or 0 (for stop words). 

Step 3. Segment by maximum. This step aims 
to design an efficient algorithm for 
selecting a compact set of words. The 
most straightforward segmentation 
algorithm is setting a threshold; there 
should be a separator if the fitness 
value is less than the threshold. The 
smaller the fitness value, the higher 
the probability of separating them, 
and the bigger the fitness of two par-
ticles, the higher the probability of 
combining them. Based on this con-
cept, we design a segmentation algo-
rithm by ordering fitness values by 
maximum, combining the characters 
with the highest fitness value until 
there are no continuous unigrams. 
The task in this step is to segment an 
input sentence into a sequence of uni-
gram and bigram characters. The ad-
vantage of this method is that users do 
not need to define the threshold rely-
ing on previous experience. Here, the 
corresponding binary value should be 
1 if it meets the above requirements. 

Step 4. Combine into n-gram. This step 
checks whether unigrams and bigrams 
can be combined into an n-gram (n ≥ 
3). If the fitness values of the remain-
ing unhandled particles with the value 
"-1" are large enough, we will com-
bine them. The threshold should be 
set by users depending on segmenta-
tion requirements. 

der, and then combine them into n-grams. The 
steps of text segmentation are presented in the 
following bulleted list: 

 ● input original text stream; 
 ● pre-processing; 
 ● initialize the stream with the binary vector, 

and segment the stream by punctuations; 
 ● segment the stream by memorable charac-

ters (begin and end characters);
 ● segment the stream by maximum fitness 

values calculated by NES; 
 ● combine into n-gram. 

4.1. Segmentation Encodings 

Since a Chinese sentence is usually a sequence 
of Chinese characters, we can take the CWS as 
a sequence tagging or labeling problem [38]. 
For each character in a sentence, one of the tags 
is assigned from a predefined tag set, indicating 
its segmentation result in a text stream. If a text 
stream contains n characters, the segmentation 
result of the text can be represented as a binary 
vector with n elements: 

X = {x1, x2, ..., xi, ..., xn}            (17)
where xi represents the segmentation value of 
the ith word in the text. It is encoded as either 
0 or 1. If the ith word is combined with its next 
successive word, xi = 1; otherwise, xi = 0. Table 
4 shows an example of the text segmentation 
result encoded by a binary vector.

4.2. Segmentation Steps

CWS consists of two parts. The first is pre-pro-
cessing, and the second is word segmentation. 
The former extracts the valid characters from 
sentences with techniques including removing 
auxiliary words and segmenting sentences by 
punctuations. The second step segments the 
character series into words with meaningful 
units. The following steps elaborate on the seg-
mentation method. Suppose C = {c1, c2, ..., ci, 
..., cn} is a sentence with n characters. 
Step 1. Init binary vector. Init binary vector 

into -1 and 0. -1 means the follow-
ing variable is a valid character, and 
0 means the following variable is a 
punctuation; therefore, the binary val-
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worst because the model considers the condi-
tional probability p(wi+1 | wi ) only. The t-mod-
el is better because it covers two probabili-
ties, p(wi+1 | wi ) and p(wi | wi-1), considering 
the former and the latter relationships with the 
current character. Bigram probability and MI 
have the same performance as the t-model, and 
both models consider one co-occurrence prob-
ability parameter p(wi | wi+1). Normalized MI, 
symmetric MI, and DCS achieve high perfor-
mances because these models cover two direc-
tions together. The models consider whether wi 
would like to combine it with wi+1 and whether 
wi+1 would like to combine it with wi. The NES 
model achieves the highest performance, while 
precision, recall, and f-measure are 99.3%, 
98.7%, and 99.0%, respectively. NES covers 
four parameters during fitness calculation, and 
its segmentation results are accurate. The re-
sults show that the more information covered 
by a model, the more accurate the segmentation 
will be. The NES model containing four types 
of information achieves the highest f-measure 
of 99.0%, while the boundary entropy with 
one conditional probability achieves the lowest 
f-measure of 92.6%. Other models with two or 
three types of information achieve the median 
performances.

5.3. Typical Examples and Analysis 

Table 6 selects three typical examples to com-
pare the segmentation results of eight models. "
董雨倩" (Dong Yuqian) is a person's name; "警
示标示" (warning sign) is an ambiguous seg-
mentation text string because there are several 
similar strings, such as "警示标志" (warning 
sign) and "指示标识" (indicator sign). Here, 
the count of "示标" is more than "警示"; "职

业病防护" (occupational disease protection) is 
also hard to be segmented because the count of 
"业病" is the same as the count of "病防." 
These examples show that the NES can correct-
ly segment ambiguous words and OOV words. 
The named entity recognition (NER) works 
well for all these models; however, for ambig-
uous words such as "Example 2" and "Exam-
ple 3," only the NES model performs well. The 
NES model considers combination benefits and 
separation benefits calculated by four neighbor 
entropies. Although NES has some advantages 
over n-gram probability, MI, and other statisti-
cal models, they are all based on statistics. For 
this reason, the statistical method is strongly 
dependent on an annotated corpus. Theoretical-
ly, a more significant amount of training data 
with higher quality annotation will bring about 
better performance of the text segmentation 
system. 

5.4. Discussion 

Mis-segmentation. There are some scenarios 
NES cannot handle, which causes its precision 
to be lower than 100%. First, H(wi, wi+1) is 
not included in the NES model, which causes 
some segmented units to be combined, though 
they have low frequencies. For example, "疏散
|通道|存放|杂物" (The debris is stored in the 
evacuation escape route.) is wrongly segment-
ed as "疏散|通|道存|放杂物," where "道存" 
only occurs once. We have tried several NES 
based improvements, but the current model is 
the best. Second, the maximum algorithm iden-
tifies unigram and bigram characters firstly. 
Therefore, it cannot correctly segment two con-
tinuous trigram characters, especially with low-
er occurrences. For example, "可调式|减压阀" 

Table 5. Performance comparations for eight text segmentation models.

Bigram MI t-model Boundary 
Entropy

Normalised 
MI

Symmetric 
MI DCS NES

Precision 94.8% 95.2% 95.2% 94.7% 97.9% 96.8% 96.8% 99.3%

Recall 92.1% 92.6% 91.7% 90.6% 96.3% 94.5% 94.6% 98.7%

F-measure 93.5% 93.9% 93.4% 92.6% 97.1% 95.6% 95.7% 99.0%

in the manual segmentation. A perfect segmen-
tation algorithm will have these three functions 
at 100% [39].
Suppose there is a character stream for preci-
sion calculation, and the manual segmentation 
is "... |ci-2, ci-1, | ci, ci+1, ci+2, | ci+3, ci+4 | ...". 
If the automated segmentation unit is "ci-1, ci" 
and "ci+2, ci+3" or "ci, ci+1, ci+2, ci+3," then the 
segmentation result is incorrect. If the segmen-
tation unit is "ci, ci+1" or "ci-2, ci-1, ci, ci+1, ci+2,", 
we ignore the segmentation result. The former 
causes a minimal segmentation unit, and the 
latter causes a huge segmentation unit. The seg-
mentation result is correct only if the segmenta-
tion unit is "ci, ci+1, ci+2." During precision cal-
culation, the ignored results are not included in 
"autoTotalNum." 

5. Case Study 

Over the years, many companies and govern-
ment agencies have been recording hazard texts 
in textual reports; however, this valuable knowl-
edge is left unexploited because of the lack of 
suitable methodologies and high costs related 
to manual content analysis. Based on the mod-
el and the algorithm proposed in this paper, we 
extract meaningful units from semi-structured 
texts.

5.1. Database 

In the national GDP, the catering industry share 
keeps increasing year by year. For example, in 
the first half of 2019 the catering industry rev-
enue in China reached 2127.9 billion yuan, up 
9.4% (http://www.gov.cn/xinwen/2019-07/15/
content_5409256.htm), and the work safety in 
the catering industry warrants particular atten-
tion in urban operations, especially for large 
cities without industries. Therefore, the follow-
ing experiments use the test corpus (see Ap-
pendix A) provided by a district government of 
the Beijing Administration of Work Safety, and 
the hazard texts are collected during the fourth 
quarter of 2018 for catering enterprises. There 
are 265 records and 4677 valid Chinese char-
acters. 

5.2. Experimental Results 

First, a tool is used to segment the text. One of 
the most popular CWS tools is ICTCLAS (avail-
able at www.ictclas.nlpir.org), whose functions 
include word segmentation. However, like oth-
er popular tools, its segmentation results are not 
optimized for hazard texts. The majority of the 
segmented words are composed of unigram and 
bigram characters that are unnecessary for the 
hazard text. However, the hazard text is more 
likely to be segmented into more extended 
characters. For example, "后厨" (kitchen) is a 
meaningful unit and does not need to be seg-
mented as "后|厨"; "不符合" (do not meet) is a 
compact unit that reflects the negative character 
of the hazard text and does not need to be seg-
mented as "不|符合" (do not meet); and so on. 
Using ICTCLAS to analyze the test corpus, the 
tool achieves 99.3% precision, 80.1% recall, 
and 88.7% f-measure. The recall value is low, 
as only a limited number of auto-segmented 
units are composed of a bigram or more (29.7% 
unigram, 67.5% bigram, 2.8% trigram, and 
0% others), while the manual segmentations 
contain several bigram and trigram characters 
(6.7% unigram, 79.2% bigram, 14.1% trigram, 
and 0% others). Therefore, some improvements 
are needed to realize better outputs to meet the 
end-user requirements. 
There are some segmentation errors for the ICT-
CLAS tool. For example, "电源|线路" (power 
circuit) is wrongly segmented as "电源线|路", 
and "石油|气瓶" (gas cylinder) is wrongly seg-
mented as "石油气|瓶." The tool depends on 
the dictionary approach, in which "电源线" 
(power cord) and "石油气" (oil gas) must be in 
the dictionary. In the future, we can establish a 
hazard text dictionary to improve the accuracy 
and the efficiency of hazard text segmentations. 
Second, the text can be segmented using sta-
tistical models. Based on the model and the al-
gorithm proposed in this paper, we developed 
an application in MATLAB R2016a, which 
extracts meaningful units from semi-structured 
hazard texts. 
In order to compare the efficiency of the pro-
posed model with other existing statistical 
models, we use the former three steps dis-
cussed in Section 4.2. Table 5 shows the per-
formance of these models on the test corpus. 
The performance of boundary entropy is the 

http://www.gov.cn/xinwen/2019-07/15/content_5409256.htm
http://www.gov.cn/xinwen/2019-07/15/content_5409256.htm
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worst because the model considers the condi-
tional probability p(wi+1 | wi ) only. The t-mod-
el is better because it covers two probabili-
ties, p(wi+1 | wi ) and p(wi | wi-1), considering 
the former and the latter relationships with the 
current character. Bigram probability and MI 
have the same performance as the t-model, and 
both models consider one co-occurrence prob-
ability parameter p(wi | wi+1). Normalized MI, 
symmetric MI, and DCS achieve high perfor-
mances because these models cover two direc-
tions together. The models consider whether wi 
would like to combine it with wi+1 and whether 
wi+1 would like to combine it with wi. The NES 
model achieves the highest performance, while 
precision, recall, and f-measure are 99.3%, 
98.7%, and 99.0%, respectively. NES covers 
four parameters during fitness calculation, and 
its segmentation results are accurate. The re-
sults show that the more information covered 
by a model, the more accurate the segmentation 
will be. The NES model containing four types 
of information achieves the highest f-measure 
of 99.0%, while the boundary entropy with 
one conditional probability achieves the lowest 
f-measure of 92.6%. Other models with two or 
three types of information achieve the median 
performances.

5.3. Typical Examples and Analysis 

Table 6 selects three typical examples to com-
pare the segmentation results of eight models. "
董雨倩" (Dong Yuqian) is a person's name; "警
示标示" (warning sign) is an ambiguous seg-
mentation text string because there are several 
similar strings, such as "警示标志" (warning 
sign) and "指示标识" (indicator sign). Here, 
the count of "示标" is more than "警示"; "职

业病防护" (occupational disease protection) is 
also hard to be segmented because the count of 
"业病" is the same as the count of "病防." 
These examples show that the NES can correct-
ly segment ambiguous words and OOV words. 
The named entity recognition (NER) works 
well for all these models; however, for ambig-
uous words such as "Example 2" and "Exam-
ple 3," only the NES model performs well. The 
NES model considers combination benefits and 
separation benefits calculated by four neighbor 
entropies. Although NES has some advantages 
over n-gram probability, MI, and other statisti-
cal models, they are all based on statistics. For 
this reason, the statistical method is strongly 
dependent on an annotated corpus. Theoretical-
ly, a more significant amount of training data 
with higher quality annotation will bring about 
better performance of the text segmentation 
system. 

5.4. Discussion 

Mis-segmentation. There are some scenarios 
NES cannot handle, which causes its precision 
to be lower than 100%. First, H(wi, wi+1) is 
not included in the NES model, which causes 
some segmented units to be combined, though 
they have low frequencies. For example, "疏散
|通道|存放|杂物" (The debris is stored in the 
evacuation escape route.) is wrongly segment-
ed as "疏散|通|道存|放杂物," where "道存" 
only occurs once. We have tried several NES 
based improvements, but the current model is 
the best. Second, the maximum algorithm iden-
tifies unigram and bigram characters firstly. 
Therefore, it cannot correctly segment two con-
tinuous trigram characters, especially with low-
er occurrences. For example, "可调式|减压阀" 

Table 5. Performance comparations for eight text segmentation models.
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in the manual segmentation. A perfect segmen-
tation algorithm will have these three functions 
at 100% [39].
Suppose there is a character stream for preci-
sion calculation, and the manual segmentation 
is "... |ci-2, ci-1, | ci, ci+1, ci+2, | ci+3, ci+4 | ...". 
If the automated segmentation unit is "ci-1, ci" 
and "ci+2, ci+3" or "ci, ci+1, ci+2, ci+3," then the 
segmentation result is incorrect. If the segmen-
tation unit is "ci, ci+1" or "ci-2, ci-1, ci, ci+1, ci+2,", 
we ignore the segmentation result. The former 
causes a minimal segmentation unit, and the 
latter causes a huge segmentation unit. The seg-
mentation result is correct only if the segmenta-
tion unit is "ci, ci+1, ci+2." During precision cal-
culation, the ignored results are not included in 
"autoTotalNum." 

5. Case Study 

Over the years, many companies and govern-
ment agencies have been recording hazard texts 
in textual reports; however, this valuable knowl-
edge is left unexploited because of the lack of 
suitable methodologies and high costs related 
to manual content analysis. Based on the mod-
el and the algorithm proposed in this paper, we 
extract meaningful units from semi-structured 
texts.

5.1. Database 

In the national GDP, the catering industry share 
keeps increasing year by year. For example, in 
the first half of 2019 the catering industry rev-
enue in China reached 2127.9 billion yuan, up 
9.4% (http://www.gov.cn/xinwen/2019-07/15/
content_5409256.htm), and the work safety in 
the catering industry warrants particular atten-
tion in urban operations, especially for large 
cities without industries. Therefore, the follow-
ing experiments use the test corpus (see Ap-
pendix A) provided by a district government of 
the Beijing Administration of Work Safety, and 
the hazard texts are collected during the fourth 
quarter of 2018 for catering enterprises. There 
are 265 records and 4677 valid Chinese char-
acters. 

5.2. Experimental Results 

First, a tool is used to segment the text. One of 
the most popular CWS tools is ICTCLAS (avail-
able at www.ictclas.nlpir.org), whose functions 
include word segmentation. However, like oth-
er popular tools, its segmentation results are not 
optimized for hazard texts. The majority of the 
segmented words are composed of unigram and 
bigram characters that are unnecessary for the 
hazard text. However, the hazard text is more 
likely to be segmented into more extended 
characters. For example, "后厨" (kitchen) is a 
meaningful unit and does not need to be seg-
mented as "后|厨"; "不符合" (do not meet) is a 
compact unit that reflects the negative character 
of the hazard text and does not need to be seg-
mented as "不|符合" (do not meet); and so on. 
Using ICTCLAS to analyze the test corpus, the 
tool achieves 99.3% precision, 80.1% recall, 
and 88.7% f-measure. The recall value is low, 
as only a limited number of auto-segmented 
units are composed of a bigram or more (29.7% 
unigram, 67.5% bigram, 2.8% trigram, and 
0% others), while the manual segmentations 
contain several bigram and trigram characters 
(6.7% unigram, 79.2% bigram, 14.1% trigram, 
and 0% others). Therefore, some improvements 
are needed to realize better outputs to meet the 
end-user requirements. 
There are some segmentation errors for the ICT-
CLAS tool. For example, "电源|线路" (power 
circuit) is wrongly segmented as "电源线|路", 
and "石油|气瓶" (gas cylinder) is wrongly seg-
mented as "石油气|瓶." The tool depends on 
the dictionary approach, in which "电源线" 
(power cord) and "石油气" (oil gas) must be in 
the dictionary. In the future, we can establish a 
hazard text dictionary to improve the accuracy 
and the efficiency of hazard text segmentations. 
Second, the text can be segmented using sta-
tistical models. Based on the model and the al-
gorithm proposed in this paper, we developed 
an application in MATLAB R2016a, which 
extracts meaningful units from semi-structured 
hazard texts. 
In order to compare the efficiency of the pro-
posed model with other existing statistical 
models, we use the former three steps dis-
cussed in Section 4.2. Table 5 shows the per-
formance of these models on the test corpus. 
The performance of boundary entropy is the 

http://www.gov.cn/xinwen/2019-07/15/content_5409256.htm
http://www.gov.cn/xinwen/2019-07/15/content_5409256.htm
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characters. If the threshold is set to 8 (the min-
imum frequency of a 4-gram), the final result 
contains 7.5 % unigram, 57.9 % bigram, 16.6 
% trigram, and 18.0 % 4-gram characters. The 
word segmentation results contain more bi-
gram, trigram, and n-gram (n ≥ 4) characters. 
Table 7 shows top 9 feature words for every 
n-gram (n =1, 2, 3, 4). These retrieved feature 
words can be served as the input data for text 
visualization. From Table 7, the result can be 
obtained as follows:

 ● there are many words on "安全生产" 
(work safety) and "事故隐患" (accident 
hazard), along with many negative words, 
which show it is a hazard report; 

 ● the most unsafe places include "后厨" 
(kitchen), "安全出口" (emergency exit), 
and "疏散通道" (evacuation route); more-
over, the most unsafe equipment includes "
照明灯" (floodlight) and "防爆灯" (explo-
sion-proof light); 

Table 7. Final segmentation results.

1-gram 2-gram 3-gram 4-gram

Chinese English Count Chinese English Count Chinese English Count Chinese English Count

无 no 38 后厨 kitchen 59 不符合
do not 
meet 38 安全生产

work 
safety 57

内 inside 25 培训 training 35 未健全
need  

improve 30 安全出口
emergen-

cy exit 47

和 and 15 缺少 lack of 33 未设置 do not set 16 堆放杂物
store 
debris 31

的 of 12 教育
educa-

tion 30 防水型
water-
proof 14 疏散通道

evacua-
tion route 26

或 or 10 制度 system 25 照明灯 floodlight 12 从业人员
employ-

ees 20

及 and 10 记录 record 24 配电箱
power  

distribu-
tion box

9 临时用电

tem-
porary 
power 
usage

19

被 passive 6 安全 safety 23 未如实 not truly 9 事故隐患
accident 
hazard 18

对 for 5 应急
emer-
gency 22 防爆灯

explo-
sionproof 

light
7 规范要求

require-
ments 18

等 Etc. 4 敷设 laying 22 新上岗
new 

hiring 7 指示标识
indica-

tion sign 15

(adjustable pressure relief valve) is wrongly 
segmented as "可调|式减|压阀." Fortunately, 
these feature words with lower frequency have 
a negligible effect on information retrieval and 
text visualization. 
Rules of manual segmentation. The manual 
segmentation of the database is an emotional 
problem. In Section 4.3, the standard segmenta-
tion is "... |ci-2, ci-1, | ci, ci+1, ci+2, | ci+3, ci+4 | ..." 
that experts define. The rules of segmentation 
are listed as follows: 

 ● separate conjunction characters as a uni-
gram, such as "等" (etc.), "及" (and), "或" 
(or); moreover, most units are composed 
of bigrams; 

 ● a negative character is combined with the 
following feature word, such as "不符合" 
(do not meet), "未健全" (need improve), 
"不正确" (incorrect)…, and these feature 
words reflect the characteristics of the haz-
ard text; 

 ● there are no 4-gram characters in the man-
ual dataset to compare the effectiveness of 
the method with other segmentation mod-
els.

These rules are consistent with the former three 
segmentation steps in Section 4.2. The manual 
dataset is given in Appendix A. The correct seg-
mentation is hard to reach an agreement on, but 
the failed segmentation is easy to be identified. 
Consequently, the segmentation results, includ-
ing small and large units, are ignored during 
performance measurements. In order to com-
pare the statistical models with fairly, 4-gram is 
not included in manual segmentations. 

5.5. Information Retrieval and Text 
Visualization 

After completing step 4 of the segmentation al-
gorithm, the feature words will contain 4-gram 

Table 6. Segmentation results of 8 models: Some examples and analyses.
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(adjustable pressure relief valve) is wrongly 
segmented as "可调|式减|压阀." Fortunately, 
these feature words with lower frequency have 
a negligible effect on information retrieval and 
text visualization. 
Rules of manual segmentation. The manual 
segmentation of the database is an emotional 
problem. In Section 4.3, the standard segmenta-
tion is "... |ci-2, ci-1, | ci, ci+1, ci+2, | ci+3, ci+4 | ..." 
that experts define. The rules of segmentation 
are listed as follows: 

 ● separate conjunction characters as a uni-
gram, such as "等" (etc.), "及" (and), "或" 
(or); moreover, most units are composed 
of bigrams; 
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(do not meet), "未健全" (need improve), 
"不正确" (incorrect)…, and these feature 
words reflect the characteristics of the haz-
ard text; 

 ● there are no 4-gram characters in the man-
ual dataset to compare the effectiveness of 
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els.

These rules are consistent with the former three 
segmentation steps in Section 4.2. The manual 
dataset is given in Appendix A. The correct seg-
mentation is hard to reach an agreement on, but 
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Consequently, the segmentation results, includ-
ing small and large units, are ignored during 
performance measurements. In order to com-
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 ● the riskiest persons are "新上岗" (new 
hiring), who lack "教育" (education) and 
"培训" (training); the most dangerous op-
erations include "堆放杂物" (store debris) 
and "临时用电" (temporary power usage). 

In summary, the segmented feature words re-
trieved from the original hazard text can help 
understand the safety risk, while the words with 
high frequencies reveal the common safety 
risks of catering enterprises.

6. Conclusion and Future Research 
Directions 

6.1. Conclusion 

The hazard text is a unique sub-category, con-
taining 7.5 % unigram, 57.9 % bigram, 16.6 % 
trigram, and 18.0 % 4-gram or more charac-
ters. That means the general text segmentation 
methods need to be re-designed based on more 
characters in a segmentation unit. 
The NES model proposed in this paper is valid 
for Chinese hazard text segmentation. It defines 
a benefit ratio of text segmentation, containing 
benefits and losses of combining the segmen-
tation unit with more information (4 neighbor 
entropies) than other popular statistical models. 
It can also handle ambiguous and OOV words 
more efficiently. The model considers the seg-
mentation benefits of neighbor entropies, adopt-
ing the concept of "neighbor" in optimization 
research. The experiments show that the per-
formance of the boundary entropy is the worst; 
t-model, bigram probability, and MI show sim-
ilar performances; normalised MI, symmetric 
MI, and DCS can achieve better results; while 
NES obtains the best results with a 99.3% pre-
cision, 98.7% recall, and 99.0% f-measure for 
Chinese hazard text segmentation. This paper 
also shows that the maximum-based segmenta-
tion algorithm can effectively handle the CWS 
problem in finding a highly compact subset 
from the original text stream at lower expens-
es. This algorithm first segments the text into 
unigrams and bigrams and then combines them 
into a meaningful n-gram (n ≥ 3). 
There are some limitations of the method. First, 
the self-benefit H(wi, wi+1) is not included in the 

NES model, causing some wrongly segment-
ed units. We have tried several improvements 
based on NES, but the current model is the best. 
Second, the maximum algorithm identifies uni-
grams and bigrams firstly and cannot correctly 
segment two continuous trigram characters, es-
pecially with lower occurrences. 

6.2. Industry Implications and Further 
Works 

Hazard text is taken from a specific district 
government of the Beijing Administration of 
Work Safety. After text segmentation and sta-
tistical analysis, several common safety factors 
for catering enterprises are observed. For exam-
ple, unsafe places include "kitchen," "emergen-
cy exit," and "evacuation route." Moreover, the 
most unsafe equipment includes "floodlight" 
and "explosion-proof light." The riskiest per-
son is "new hiring," who lacks "education" and 
"training." The dangerous operations include 
"store debris" and "temporary power usage." 
In order to reduce risks, these common hazards 
should be added to the standardization of the 
hazard identification process for catering enter-
prises. 
In the future, a critical task is to establish a 
dictionary library for safety science to make 
knowledge extraction more accurate and safety 
management more efficient. 
Most importantly, the NES model can be verified 
for other languages such as English, as well as 
for other text segmentation problems. The sim-
ple statistical models are baseline methods for 
performance comparison; next, the neural net-
work-based models can be designed for CWS 
on Chinese hazard texts, which have achieved 
satisfactory performance on various NLP tasks 
[19, 24, 25]. The hazard text's classification and 
clustering problem can be effectively handled 
based on extracted feature words. 

Appendix

The dataset used in this study can be download-
ed from https://github.com/qiao77/Hazard-Text
-Catering/. Please cite this paper if the dataset 
is used. 
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 ● the riskiest persons are "新上岗" (new 
hiring), who lack "教育" (education) and 
"培训" (training); the most dangerous op-
erations include "堆放杂物" (store debris) 
and "临时用电" (temporary power usage). 

In summary, the segmented feature words re-
trieved from the original hazard text can help 
understand the safety risk, while the words with 
high frequencies reveal the common safety 
risks of catering enterprises.

6. Conclusion and Future Research 
Directions 

6.1. Conclusion 

The hazard text is a unique sub-category, con-
taining 7.5 % unigram, 57.9 % bigram, 16.6 % 
trigram, and 18.0 % 4-gram or more charac-
ters. That means the general text segmentation 
methods need to be re-designed based on more 
characters in a segmentation unit. 
The NES model proposed in this paper is valid 
for Chinese hazard text segmentation. It defines 
a benefit ratio of text segmentation, containing 
benefits and losses of combining the segmen-
tation unit with more information (4 neighbor 
entropies) than other popular statistical models. 
It can also handle ambiguous and OOV words 
more efficiently. The model considers the seg-
mentation benefits of neighbor entropies, adopt-
ing the concept of "neighbor" in optimization 
research. The experiments show that the per-
formance of the boundary entropy is the worst; 
t-model, bigram probability, and MI show sim-
ilar performances; normalised MI, symmetric 
MI, and DCS can achieve better results; while 
NES obtains the best results with a 99.3% pre-
cision, 98.7% recall, and 99.0% f-measure for 
Chinese hazard text segmentation. This paper 
also shows that the maximum-based segmenta-
tion algorithm can effectively handle the CWS 
problem in finding a highly compact subset 
from the original text stream at lower expens-
es. This algorithm first segments the text into 
unigrams and bigrams and then combines them 
into a meaningful n-gram (n ≥ 3). 
There are some limitations of the method. First, 
the self-benefit H(wi, wi+1) is not included in the 

NES model, causing some wrongly segment-
ed units. We have tried several improvements 
based on NES, but the current model is the best. 
Second, the maximum algorithm identifies uni-
grams and bigrams firstly and cannot correctly 
segment two continuous trigram characters, es-
pecially with lower occurrences. 

6.2. Industry Implications and Further 
Works 

Hazard text is taken from a specific district 
government of the Beijing Administration of 
Work Safety. After text segmentation and sta-
tistical analysis, several common safety factors 
for catering enterprises are observed. For exam-
ple, unsafe places include "kitchen," "emergen-
cy exit," and "evacuation route." Moreover, the 
most unsafe equipment includes "floodlight" 
and "explosion-proof light." The riskiest per-
son is "new hiring," who lacks "education" and 
"training." The dangerous operations include 
"store debris" and "temporary power usage." 
In order to reduce risks, these common hazards 
should be added to the standardization of the 
hazard identification process for catering enter-
prises. 
In the future, a critical task is to establish a 
dictionary library for safety science to make 
knowledge extraction more accurate and safety 
management more efficient. 
Most importantly, the NES model can be verified 
for other languages such as English, as well as 
for other text segmentation problems. The sim-
ple statistical models are baseline methods for 
performance comparison; next, the neural net-
work-based models can be designed for CWS 
on Chinese hazard texts, which have achieved 
satisfactory performance on various NLP tasks 
[19, 24, 25]. The hazard text's classification and 
clustering problem can be effectively handled 
based on extracted feature words. 

Appendix

The dataset used in this study can be download-
ed from https://github.com/qiao77/Hazard-Text
-Catering/. Please cite this paper if the dataset 
is used. 
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