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The latest information technologies have greatly accel-
erated the digitalization progress of Human Resource 
Management (HRM) and many useful techniques and 
tools have been developed for that purpose. However, 
in terms of risk management, effective enough tools 
and methods are still insufficient. Existing studies 
generally fail to give a turnkey solution to the oper-
ational risks in digital HRM system, and the macro 
measurement models are not suitable for dealing with 
the risks in the digital HRM system of each single en-
terprise. In view of these defects, this paper studied 
the prediction of risks in digital HRM systems based 
on Artificial Intelligence (AI). Firstly, the paper out-
lined the functions of a digital HRM system, defined 
the risk management mechanism of a HRM system, 
and built a conceptual model for it. Then, this paper 
proposed a novel method for predicting the risks in the 
digital HRM system, which innovatively integrates 
the digital HRM risk event chains with the risk event 
graph. After that, the paper elaborated on the struc-
tures and building principles of the risk event repre-
sentation layer, risk event chain module, risk event 
graph module, and attention fusion module. Finally, 
experimental results verified that the proposed model 
has obvious advantages in digital HRM risk prediction 
in terms of both stability and accuracy.
ACM CCS (2012) Classification: Applied computing 
→ Operations research → Forecasting
Keywords: digital human resource management 
(HRM), risk prediction, risk event

1. Introduction

The 21st century is a globalized era of market 
and information, and it is dominated by knowl-
edge. In an environment under new economic 
conditions, the HRM in enterprises must make 
proper changes accordingly [1–5]. The latest in-

formation technologies have greatly accelerated 
the digitalization progress of HRM and many 
useful techniques and tools have been devel-
oped for that purpose. However, in terms of risk 
management, effective enough tools and meth-
ods are still insufficient [6–11]. In most cases, 
the risk avoidance of digital HRM is judged 
based on the experience of managers, which 
greatly prevents digital HRM from fully exert-
ing its role in the organizations.
To ensure the fulfillment of strategic goals, en-
terprises would apply more and more complex 
HRM policies and conducts [12, 13]. For HRM 
departments, relying solely on the convention-
al HRM experiences and methods is no longer 
enough to cope with the various risk issues in 
HRM. In the meantime, if we rely too much on 
the digital management technologies and ignore 
the operation risks with these technologies, then 
it would be impossible for the enterprises to re-
alize their strategic goals and management tasks 
due to the inability to promote the corporate 
performance [14–16]. The digital HRM needs 
to summarize experiences in practice, thereby 
attaining theories and targeted methods that are 
applicable for the risk management of digital 
HRM.
Regarding the research topics of digital HRM 
and risk management, various studies were 
conducted. For instance, Butov et al. [17] 
discussed a few practical problems with the 
current digital HRM in Russia and its digital 
transformation distinguishing the differences 
in these concepts in the field of HRM. Then 
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they studied the digitalization of HRM in the 
country, identified main tools for digitalization, 
and proposed corresponding suggestions. Ma-
karova et al. [18] introduced the development 
concept of HRM evaluation system and the 
architecture of the labor risk module for proj-
ect tasks. Considering the many environmen-
tal factors of the company Project Server and 
the external sources of company data such as 
the electronic pass systems and email system 
of Microsoft Outlook, they built a mathemat-
ical model for calculating labor risks. Ni [19] 
applied a deep neural network to model digital 
HRM knowledge with the aim to systematically 
study the human-job matching problem. Then, 
through 5G communication, cloud computing, 
big data, neural networks, user portraits, and 
other smart digital means, the author designed 
a few strategies for the digital transformation of 
HRM and proposed targeted measures for rais-
ing awareness of HRM and creating a culture 
of HRM. Liu and Yong [20] analyzed the actual 
requirements, business procedures, and exist-
ing problems of the performance management 
in modern enterprises and used a multi-objec-
tive decision-making model to calculate the op-
timal solution for the performance management 
of HRM. The paper also proposed a design for 
a digital management system for corporate per-
formance assessment. 
Current studies on digital HRM generally in-
form that the operational risks in digital HRM 
are caused by technological factors. Quantita-
tive methods adopted in these studies include 
fuzzy hierarchical analysis, VAR model, Bayes-
ian network model, revenue model, and oth-
ers. However, existing studies generally fail to 
give a turnkey solution to the operational risks 
in digital HRM systems, while the macro mea-
surement models are not suitable for dealing 
with the risks in the digital HRM system of each 
single enterprise. Therefore, in view of these de-
fects, this paper studied the prediction of risks in 
a digital HRM system based on AI. 
The rest of the paper is structured as follows: 
the second chapter overviewed the functions 
of a digital HRM system, presented the risk 
management mechanism of a HRM system 
and outlined a conceptual model for the risk 
management of HRM. Then, the third chapter 
proposed a novel method for predicting risks 
in a digital HRM system, which innovatively 

integrates the digital HRM risk event chains 
with the risk event graph. Finally, the struc-
tures and building principles of the risk event 
representation layer, risk event chain module, 
risk event graph module, and attention fusion 
module were elaborated, and the experimental 
results verified the effectiveness of the con-
structed model.

2. Risk Factor Analysis of Digital 
HRM

Table 1 lists the functions of a digital HRM 
system. Users of this system include the candi-
dates, employees, HR managers, and enterprise 
managers. Prediction, suggestion, instruction, 
and decision analysis are the core functions of 
an HRM system, and they provide targeted ser-
vices for HR planning and policy development 
and integration, recruitment and employment, 
compensation and incentives, employment de-
velopment and training, employment dispatch 
and retirement, information management, and 
other aspects.
Figure 1 presents the mechanism of risk man-
agement in a digital HRM, and the core in this 
mechanism is the building of a dataset, during 
each management activity, the dataset will be 
updated. By attaining relevant data from a dig-
ital HRM dataset and combining with the input 
of a series of history risk events, countermea-
sures could be formulated and implemented for 
risk management in digital HRM.
The important risk factors of digital HRM are 
related, which makes it possible to identify the 
system risks. In this paper, these factors were 
divided into three dimensions: the enterprise 
dimension, the HRM process dimension, and 
the management risk domain dimension. From 
these three dimensions, a risk management sys-
tem of digital HRM was constructed to provide 
assistance for HR managers and staff to carry 
out the risk management works. Figure 2 gives 
the conceptual model of the risk management 
system of a digital HRM.

Table 1. Statistics of the functions of digital HRM system.

Candidates Employees

Recruitment Online questionnaires Department matching -

Talent requirement  
analysis - - -

Employee management - - -
Compensation, benefits, 

and incentives - - -

Employee development 
and training - - Personalized learning  

suggestions 

HR planning and policy - - Career development  
guidance 

Employee dispatch and 
retirement - - Self-service

HR managers Enterprise managers

Recruitment Screen resumes - -
Talent requirement  

analysis Forecast requirements - -

Employee management Satisfaction survey Reminds about talents Personalized suggestions

Compensation, benefits, 
and incentives

Give framework of salary 
and benefits

Reminds about retaining 
the talents

Formulate organizational 
goals 

Employee development 
and training Mark learning content - -

HR planning and policy Develop and integrate HR 
plans and policies - Formulate corporate  

performance goals
Employee dispatch and 

retirement
Ensure reasonable  
management cost - -

Figure 1. The mechanism of risk management in a digital HRM.
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then uo1, uo2, ..., uom were attained. Since the 
predicted candidate risk events also originated 
from the 186 types of risk events in the data-
set, the embedded representation sequences of 
candidate risk events can be expressed as uod1, 
uod2, ..., uodl. If there are new risk events in the 
digital HRM process, then they are coded using 
a zero vector.

Figure 4. Structure of the risk event presentation layer.

The risk event chain module attains the time se-
ries relationships among risk events appeared 
during the digital HRM process based on GRU. 
The structure of this module has two parts: the 
history risk event hidden state sub-module and 
the candidate event hidden state sub-module. 
The modules were used to get the embedded 
representations of the hidden states of history 
risk events and candidate events. Figure 5 shows 
the structure of the risk event chain module. As-
suming: uo1, uo2, ..., uom represent the embedded 
representation sequence of history risk events; 
f1, f2, ..., fm represent the hidden state sequence 
of history risk events; uo1, uo2, ..., uom that were 
input into the GRU model one by one. Then f1, 

f2, ..., fm were attained based on the following 
formula:
Assuming: ⊗ represents the product of ele-
ments; fp-1 represents the hidden state of his-
tory risk events at the time moment p-1; fm 
represents the hidden state of the last risk event 
in the history risk event chain; uod1, uod2, ..., 
uodl represent the embedded representation se-
quence of candidate risk events; F = {f1, f2, ..., 
fm, fd1, fd2, ..., fdl} represents the hidden state se-
quence of risk event chain attained at last and 
F ∈R(m+l

 
)×c, then fm and uod1, uod2, ..., uodl were 

respectively combined and input into the GRU, 
where:

cp = ε (Qc uop-1
 + Vc  fp-1)              (1)

so = ε (Qs uop-1
 + Vs  fp-1)              (2)

mp = tanh (Q uop-1
 + V(so ⊗ fp-1))      (3)

fp = (1 - cp) ⊗ mp + cp ⊗ fp-1          (4)

Figure 5. Structure of the risk event chain module.

The risk event graph module extracts the spa-
tial features of risk events during the process 
of digital HRM based on the constructed risk 
event graph. The structure of this model has 
two parts: the risk event graph construction 
sub-module, and the GGNN, which were used 

3. Risk Prediction Model for Digital 
HRM

The primary goal for the risk prediction of digi-
tal HRM is to forecast unknown risk events that 
may occur in the future based on history risk 
events that happened within a fixed research 
period. Previous studies on digital HRM risk 
prediction generally ignored the possibility 
to learn relationships among risk events from 
multiple angles. Therefore, this paper proposed 
a novel digital HRM risk prediction method 
that innovatively integrates the digital HRM 
risk event chains with the risk event graph.
The dataset of digital HRM risks used in this 
paper covered 186 types of risk events, and 
corresponding index values were set for each 
type of risk events, wherein the frequencies of 
three types of risk events were higher, namely 
the technical operational risk, the incomplete 
system risk, and the poor service management 
risk. This paper took each enterprise as a unit 
to build the dataset, that is, history risk event 
chains and actual candidate risk events were 
constructed first, then each history risk event 
chain was filled with the candidate risk events. 
The construction of risk event chain set consid-
ers history risk event chains and actual candi-
date risk events. Main functions of this set were 

to carry out digital HRM risk event presenta-
tion training and build digital HRM risk event 
graph. To attain the initial vector representation 
of risk events, the representation training of 
digital HRM risk events was completed based 
on Gated Recurrent Unit (GRU), Gated Graph 
Neural Network (GGNN), and other deep neu-
ral network models. The digital HRM risk event 
graph was the model training corpus for Word-
2Vec and DeepWalk.
The prediction model of digital HRM risks built 
in this paper consists of four parts: risk event 
presentation layer, risk event chain module, 
risk event graph module, and attention fusion 
module. Figure 3 shows the framework of the 
prediction model.
This paper set a risk event presentation layer to 
give the embedded representation of each risk 
event, and the structure of the risk event pre-
sentation layer is shown in Figure 4. Due to the 
particularity of the dataset of the digital HRM 
risks, this paper collected 1,142,712 history risk 
event chains and used them to build the cor-
puses used in the experiment. Assuming: uo1, 
uo2, ..., uom represent the embedded presenta-
tion sequences of history risk event chains and 
uoi ∈ Rc. The Skip-gram model in Word2Vec 
was used to train the documents generated after 
all history risk event chains had been merged, 

Figure 2. The conceptual model of risk management of digital HRM.

Figure 3. Framework of the prediction model.
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Figure 7 shows the structure of the risk event 
graph module. Based on the previous section 
and the risk event chain module, the output 
hidden state sequence F can be attained, and 
the output hidden state sequence SE can be at-
tained based on the risk event graph module. 
The purpose of setting the attention fusion 
module is to fuse F and SE. This paper used 
three methods to fuse the two. The first meth-
od is to sum and take average, that is, F and 
SE are aligned and summed, and their average 
is computed. The second method is a non-lin-
ear combination computed by the formula f hi 
= tanh(Qf fi + Qh u( p)

oi + y). Finally, the third 
method is the vector splicing method, and its 
formula is f hi = fi ⊗ u( p)

oi, where f hi ∈ R2z.

Figure 7. Structure of the risk event graph module.

After F and SE were fused, the hidden state se-
quences of history risk event chains and candi-
date risk events were attained and denoted as 
f h1, f h2, ..., f hm and f hd1, f hd2, ..., f hdl. In or-
der to find out the risk event with the highest 
probability in the next digital HRM process 
from the candidate risk events, this paper used 
the function r(  f hi, f hdj) to calculate the score of 
the correlation between the history risk event 
fhi and the candidate risk event f hdj. The low-
er the score, the smaller the probability of this 
candidate risk event; and the higher the score, 
the greater the probability of this candidate risk 
event. There are four methods for calculating 
the score of correlation:  
Method 1: By calculating the distance between 
the hidden state of two risk events, the cosine 
similarity between them could be attained, and 
the formula is cos(  f hi, f hdj) = f hi × f hdj / || f hi || 
× || f hdj ||.
Method 2: By normalizing the hidden state of 
two risk events and calculating the Euclidean 
distance between the processed results, the Eu-
clidean distance similarity between them could 
be attained, and the formula is EDS( f hi, f hdj) = 
|| f hi / || f hi || - f hdj / || f hdj|| ||.
Method 3: By calculating the inner product of 
the hidden state of two risk events, the dot prod-

uct similarity of the two could be attained, and 
the formula is PMS( f hi,  f hdj) =  f hi ×  f hdj.
Method 4: By linearly combining  f hi with  f hdj 
and using the sigmoid function to activate the 
combination results, the linear + sigmoid simi-
larity of the two could be attained, and the for-
mula is LS( f hi,  f hdj) = sigmoid(Qf fi + Qhu( p)

oi 
+ y).
Considering that the history risk events during 
digital HRM may have different degrees of in-
fluence on correctly predicting the subsequent 
risk events, this paper assigned weights to the 
risk events in the history risk event chains based 
on the attention mechanism, and the predicted 
result output by the model could be determined 
as the candidate risk event with the highest 
score. The score of candidate risk event RES is 
computed as follows:

vij = tanh(Qf f hi + Qd f hdj + ym)      (12)

exp( )
exp( )

ij
ij

ij
m

v
v

β =
∑

                 

(13)

rij = βij r( f hi, f hdj)               (14)

maxj ijj i
RES r= ∑

               
(15)

4. Experimental Results and Analysis

In this study, the regression prediction model 
(reference model 1), Kalman filter prediction 
model (reference model 2), BP neural network 
model (reference model 3), combined predic-
tion model (reference model 4), and the mod-
el proposed in this paper (reference model 5) 
were tested on the digital HRM risk dataset in 
order to compare their performance. The ROC 
curves of these models are given in Figure 8, 
and their P-R curves are given in Figure 9. Ac-
cording to the comparison results of the perfor-
mance tests of the five prediction models, the 
proposed model exhibited obvious advantages 
in terms of the stability and accuracy of digital 
HRM risk prediction. Thus, the results verified 
that the idea of assisting prediction by deep-
ly mining the more complex relationships be-
tween events presented in this paper is feasible 
and scientific.

to construct the risk event graph and encode the 
node information of the risk event graph based 
on history risk event chains. 
Define: H = <O, K > represents the risk event 
graph, where O = {o1, o2, ..., oM} represents 
the nodes of risk events, M represents the num-
ber of nodes, K = {k1, k2, ..., kn} represents the 
connection edges of the risk event nodes, and n 
represents the number of edges. Then, details of 
the construction method of the risk event graph 
are given below:
At first, for a given history risk event chain o1, 
o2, o3, o4, ..., o8, the risk events in this chain 
were combined into risk event pairs and repre-
sented as {(o1, o2), (o1, o3), ..., (o2, o3), (o2, o4), 
..., (o7, o8)}. The 1,142,712 history risk event 
chains were combined into risk event pairs, 
and the set of the risk event pairs was denot-
ed as V. Then, directed connection edges with 
weights were set for all risk event pairs. Assum-
ing ki represents the directed connection edge 
of oi → oj, θ represents the weight of the con-
nection edge, FC(oi, oj) represents the number 
of occurrences of risk event pair (oi, oj) in V, 
and Σm FC(oi, oj) represents the total number of 
occurrences of oi in pairs with other risk events, 
then the following holds:

( ) ( )
( )

,
|

,
i j

j i
i v

v

FC o o
o o

FC o o
θ =

∑
           

 (5)

The screening of the nodes in the risk event 
graph was realized by setting a threshold for the 
connection edge weights, that is, the risk event 
pairs whose connection edge weight was lower 
than the threshold had been screened out. 
Then, GGNN was used to learn the hidden 
state of risk event nodes in the constructed risk 
event graph. Considering that the input of the 
GGNN should be the entire risk event graph 
and the model could not effectively process the 
large-scale digital HRM risk dataset contain-
ing multi-type risk events, this paper chose to 
divide the risk event graph. Specifically, the 
entire risk event graph was divided into sub-
graphs according to each single history risk 
event chain and the corresponding candidate 
risk events, and then the sub-graphs were input 
into the GGNN model.

Assuming: SE(0) represents the embedded rep-
resentation sequence {uo1, uo2, ..., uen, uod1, …, 
uodl} of the history risk event chain and the can-
didate risk events; X ∈ R(m+l)×(m+l) represents the 
adjacency matrix of a single risk event chain, 
wherein m represents the length of the historical 
risk event chain, and l represent the number of 
candidate risk events; then it can be considered 
that the initial inputs of the GGNN model are 
SE(0) and X.
For the risk event graph, this paper only consid-
ered the connection edges through which a risk 
event node passes informant to its adjacent risk 
event nodes. Thus the constructed adjacency 
matrix is given by the following formula:
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Figure 7 shows the structure of the risk event 
graph module. Based on the previous section 
and the risk event chain module, the output 
hidden state sequence F can be attained, and 
the output hidden state sequence SE can be at-
tained based on the risk event graph module. 
The purpose of setting the attention fusion 
module is to fuse F and SE. This paper used 
three methods to fuse the two. The first meth-
od is to sum and take average, that is, F and 
SE are aligned and summed, and their average 
is computed. The second method is a non-lin-
ear combination computed by the formula f hi 
= tanh(Qf fi + Qh u( p)

oi + y). Finally, the third 
method is the vector splicing method, and its 
formula is f hi = fi ⊗ u( p)

oi, where f hi ∈ R2z.

Figure 7. Structure of the risk event graph module.
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oi 
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4. Experimental Results and Analysis
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model (reference model 3), combined predic-
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mance tests of the five prediction models, the 
proposed model exhibited obvious advantages 
in terms of the stability and accuracy of digital 
HRM risk prediction. Thus, the results verified 
that the idea of assisting prediction by deep-
ly mining the more complex relationships be-
tween events presented in this paper is feasible 
and scientific.

to construct the risk event graph and encode the 
node information of the risk event graph based 
on history risk event chains. 
Define: H = <O, K > represents the risk event 
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ber of nodes, K = {k1, k2, ..., kn} represents the 
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occurrences of oi in pairs with other risk events, 
then the following holds:

( ) ( )
( )

,
|

,
i j

j i
i v

v

FC o o
o o

FC o o
θ =

∑
           

 (5)
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Figure 10. Sample volume validation of the digital 
HRM risk dataset.

5. Conclusion

This paper studied the risk prediction of dig-
ital HRM based on AI. At first, the paper in-
troduced the functions of digital HRM system 
and its mechanism, and a conceptual model 
was built for the HRM system. Then, this pa-
per proposed a novel method for predicting 
the risks in digital HRM which innovatively 
integrates the digital HRM risk event chains 
with the risk event graph. After that, this pa-
per elaborated on the structures and building 
principles of the risk event representation lay-
er, risk event chain module, risk event graph 

module, and attention fusion module. Experi-
mental results showed the ROC and P-R curves 
of different risk prediction models, and veri-
fied that the proposed model exhibited obvious 
advantages in terms of stability and accuracy 
of digital HRM risk prediction. Moreover, mo-
no-factor analysis was performed on four types 
of risk events, three types of risk event chain 
divisions, and five evaluation indexes. The re-
sults verified that the model prediction perfor-
mance reached the optimum when the number 
of risk events reached 1500 and the number of 
risk event chain divisions reached 20. At last, 
a diagram was plotted for the sample volume 
validation of the digital HRM risk dataset.

The work presented in this paper enriched the 
research of digital HRM risk prediction and 
provided a reference for management deci-
sion-making. With its help, companies can bet-
ter supervise their human resources, protect the 
rights and interests of their employees, thereby 
ensuring the healthy development of both the 
company and the employees.

For the research done in this paper, there's still 
room for further improvements, for example, 
this paper combined the risk event presenta-
tion layer, the risk event chain module, the risk 
event graph module, and the attention fusion 
module, and this can bring a lot of noise which 
might result in performance decline of the mod-
el, so in the next step, this problem will be ful-
ly considered to further improve the prediction 
performance of the model in the future.

By expanding the samples in the digital HRM 
risk dataset, mono-factor analysis was per-
formed in this paper on four types of risk events, 
three types of risk event chain divisions, and five 
evaluation indexes. The number of the four types 
of risk events was, respectively, 1000, 1500, 
2000, and 2500; the number of the three types 
of risk event chain divisions was, respectively, 
10, 20, and 30; and the five evaluation index-
es were AUC, Accuracy, Precision, Recall, and 
F1-value. Table 2 shows the statistical results of 
the model prediction performance for a different 
number of risk events. Table 3 shows the model 
prediction performance for a different number of 
divisions of risk event chains. According to the 
data in the tables, there are certain differences 
in the experimental results but the results were 
statistically significant (P < 0.0001). Under the 
conditions of different numbers of risk events 
and divided risk event chains, the prediction 

performance of the model was relatively stable. 
Specifically, when the number of risk events 
was 1500 and the number of risk event chains 
was 20, the prediction performance of the model 
reached the optimal value. 
The digital HRM risk dataset was divided into a 
training set and a test set at a ratio of 5:1. 10%, 
20%, ..., 100% of the samples were randomly 
selected from the training set to perform training 
for 100 times, and then the test set was used to 
test the validity of the model. Figure 10 shows 
the sample volume validation of the digital HRM 
risk dataset. In the figure, the horizontal axis is 
the proportion of training set sample volume, 
and the vertical axis is the AUC/ROC value. As 
can be seen from the figure, when the sample 
volume proportion reached 60%, the AUC/ROC 
curve tended to be stable, and the prediction per-
formance of the model increased slowly.

Figure 8. ROC curves of different risk prediction models. Figure 9. P-R curves of different risk prediction models.

Table 2. Model prediction performance under the condition of different number of risk events.

1000 1500 2000 2500 P-value

AUC Mean ± SD 
95%CI

0.748 ± 0.162 
0.705-0.715

0.769 ± 0.037 
0.715-0.784

0.719 ± 0.125 
0.726-0.711

0.753 ± 0.168 
0.795-0.126 P < 0.0005

Accuracy Mean ± SD 
95%CI

0.625 ± 0.137 
0.628-0.635

0.728 ± 0.062 
0.758-0.719

0.739 ± 0.037 
0.795-0.711

0.681 ± 0.158 
0.638-0.611 P < 0.0005

Precision Mean ± SD 
95%CI

0.617 ± 0.138 
0.639-0.641

0.731 ± 0.195 
0.785-0.706

0.683 ± 0.105 
0.619-0.682

0.615 ± 0.127 
0.691-0.648 P < 0.0005

Recall Mean ± SD 
95%CI

0.675 ± 0.142 
0.692-0.637

0.529 ± 0.182 
0.516-0.529

0.637 ± 0.137 
0.617-0.651

0.611 ± 0.155 
0.629-0.635 P < 0.0005

F1-value Mean ± SD 
95%CI

0.627 ± 0.118 
0.628-0.615

0.635 ± 0.128 
0.619-0.674

0.621 ± 0.184 
0.629-0.616

0.674 ± 0.105 
0.637-0.658 P < 0.0005

Table 3. Model prediction performance for different number of divisions of risk event chains.

10 20 30 P-value

AUC Mean ± SD 
95%CI

0.748 ± 0.129 
0.736-0.719

0.781 ± 0.152 
0.759-0.726

0.714 ± 0.184 
0.762-0.736 P < 0.0005

Accuracy Mean ± SD 
95%CI

0.638 ± 0.058 
0.629-0.647

0.736 ± 0.074 
0.748-0.735

0.749 ± 0.069 
0.795-0.711 P < 0.0005

Precision Mean ± SD 
95%CI

0.658 ± 0.169 
0.612-0.637

0.651 ± 0.269 
0.635-0.647

0.638 ± 0.127 
0.612-0.639 P < 0.0005

Recall Mean ± SD 
95%CI

0.625 ± 0.145 
0.617-0.695

0.659 ± 0.241 
0.637-0.648

0.627 ± 0.137 
0.619-0.635 P < 0.0005

F1-value Mean ± SD 
95%CI

0.658 ± 0.147 
0.674-0.635

0.692 ± 0.159 
0.619-0.684

0.636 ± 0.182 
0.681-0.695 P < 0.0005
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Figure 10. Sample volume validation of the digital 
HRM risk dataset.

5. Conclusion

This paper studied the risk prediction of dig-
ital HRM based on AI. At first, the paper in-
troduced the functions of digital HRM system 
and its mechanism, and a conceptual model 
was built for the HRM system. Then, this pa-
per proposed a novel method for predicting 
the risks in digital HRM which innovatively 
integrates the digital HRM risk event chains 
with the risk event graph. After that, this pa-
per elaborated on the structures and building 
principles of the risk event representation lay-
er, risk event chain module, risk event graph 

module, and attention fusion module. Experi-
mental results showed the ROC and P-R curves 
of different risk prediction models, and veri-
fied that the proposed model exhibited obvious 
advantages in terms of stability and accuracy 
of digital HRM risk prediction. Moreover, mo-
no-factor analysis was performed on four types 
of risk events, three types of risk event chain 
divisions, and five evaluation indexes. The re-
sults verified that the model prediction perfor-
mance reached the optimum when the number 
of risk events reached 1500 and the number of 
risk event chain divisions reached 20. At last, 
a diagram was plotted for the sample volume 
validation of the digital HRM risk dataset.

The work presented in this paper enriched the 
research of digital HRM risk prediction and 
provided a reference for management deci-
sion-making. With its help, companies can bet-
ter supervise their human resources, protect the 
rights and interests of their employees, thereby 
ensuring the healthy development of both the 
company and the employees.

For the research done in this paper, there's still 
room for further improvements, for example, 
this paper combined the risk event presenta-
tion layer, the risk event chain module, the risk 
event graph module, and the attention fusion 
module, and this can bring a lot of noise which 
might result in performance decline of the mod-
el, so in the next step, this problem will be ful-
ly considered to further improve the prediction 
performance of the model in the future.

By expanding the samples in the digital HRM 
risk dataset, mono-factor analysis was per-
formed in this paper on four types of risk events, 
three types of risk event chain divisions, and five 
evaluation indexes. The number of the four types 
of risk events was, respectively, 1000, 1500, 
2000, and 2500; the number of the three types 
of risk event chain divisions was, respectively, 
10, 20, and 30; and the five evaluation index-
es were AUC, Accuracy, Precision, Recall, and 
F1-value. Table 2 shows the statistical results of 
the model prediction performance for a different 
number of risk events. Table 3 shows the model 
prediction performance for a different number of 
divisions of risk event chains. According to the 
data in the tables, there are certain differences 
in the experimental results but the results were 
statistically significant (P < 0.0001). Under the 
conditions of different numbers of risk events 
and divided risk event chains, the prediction 

performance of the model was relatively stable. 
Specifically, when the number of risk events 
was 1500 and the number of risk event chains 
was 20, the prediction performance of the model 
reached the optimal value. 
The digital HRM risk dataset was divided into a 
training set and a test set at a ratio of 5:1. 10%, 
20%, ..., 100% of the samples were randomly 
selected from the training set to perform training 
for 100 times, and then the test set was used to 
test the validity of the model. Figure 10 shows 
the sample volume validation of the digital HRM 
risk dataset. In the figure, the horizontal axis is 
the proportion of training set sample volume, 
and the vertical axis is the AUC/ROC value. As 
can be seen from the figure, when the sample 
volume proportion reached 60%, the AUC/ROC 
curve tended to be stable, and the prediction per-
formance of the model increased slowly.
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