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Addressing the demand for effective sentence repre-
sentation in natural language inference problems, this 
paper explores the utility of pre-trained large language 
models in computing such representations. Although 
these models generate high-dimensional sentence em-
beddings, a noticeable performance disparity arises 
when they are compared to smaller models. The hard-
ware limitations concerning space and time necessitate 
the use of smaller, distilled versions of large language 
models. In this study, we investigate the knowledge 
distillation of Sentence-BERT, a sentence represen-
tation model, by introducing an additional projection 
layer trained on the novel Maximum Coding Rate Re-
duction (MCR2) objective designed for general-pur-
pose manifold clustering. Our experiments demon-
strate that the distilled language model, with reduced 
complexity and sentence embedding size, can achieve 
comparable results on semantic retrieval benchmarks, 
providing a promising solution for practical applica-
tions.
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1. Introduction

Word embeddings, known as dense vector rep-
resentations of words, serve as a fundamental 
component in various NLP applications. These 
embeddings can be constructed using con-
text-free methods [1], [2], [3] or contextualized 
techniques [4], [5]. While word embeddings are 
crucial, certain NLP applications also benefit 
from incorporating sentence or document repre-
sentations alongside word embeddings like text 
classification, document retrieval, and similar-
ity checking. Often, a weighted average (com-
monly referred to as pooling) of word embed-
dings from a sentence or document is employed. 
Despite its disregard for word order, this pool-
ing approach has demonstrated reasonable per-
formance in the works of Aldarmaki et al. [6]. 
Pre-trained language models like BERT have 
achieved notable success in various NLP tasks 
through fine-tuning. However, using contextu-
alized word vectors from these models as sen-
tence representations proves to be significantly 
inferior in terms of semantic textual similarity 
compared to approaches that utilize non-con-
textualized word vectors. These non-contextu-
alized vectors are trained using simpler models, 
are context-independent, and are less sensitive 
to minor variations in phrasing, as outlined in 
Reimers et al. [7]. To address this limitation, 
researchers have developed more sophisticated 
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methods to create efficient and high-perform-
ing universal sentence encoders. Reimers et al. 
[7] proposed the Sentence-BERT model, which 
involves fine-tuning the pre-trained BERT ar-
chitecture on sentence pair scoring tasks using 
a Siamese architecture to learn enhanced sen-
tence representations. This approach exhibited 
considerable improvement in downstream NLP 
tasks. However, it resulted in a relatively large 
model size, with hundreds of millions to bil-
lions of parameters and a sentence embedding 
dimension of 768 numbers. These properties 
pose challenges for efficient search and retriev-
al operations over databases. 
In this paper, we focus on addressing this issue 
by reducing the dimensionality of sentence em-
beddings by 50%–70% while achieving com-
parable results across a range of NLP bench-
marks.  Motivated by recent advancements in 
LLM deployment on smaller-scale computers 
(i.e., SBCs and edge devices), we believe our 
approach can be implemented for such devices 
without compromising performance. See [8] for 
a review of machine learning on microcontrol-
ler-class hardware and [9] for production-grade 
solutions.
This paper serves as an extension and follow-up 
to our conference paper [10]. The current study 
presents new experimental results and advance-
ments beyond what was previously presented, 
making it a valuable continuation of our confer-
ence contribution. 
For the sake of completeness, we are ensuring 
a thorough and comprehensive presentation by 
reiterating the review of related work, method-
ology, and results from the conference version 
of the paper. This inclusion enhances the clar-
ity and completeness of the research, allowing 
readers to grasp the context and foundational 
aspects that lead to the novel contributions of 
this study.

1.1. Related Work

In line with the distributional hypothesis, Mi-
kolov et al. [2] demonstrated the significance 
of computing word embeddings with lower-di-
mensional dense vectors, revealing intriguing 
mathematical properties of words, including 
semantic relationships, vector arithmetic, and 
linear structures in vector space. For exam-

ple, one could compute 'king'-'man'+'woman' 
= 'queen' using arithmetic over word vectors. 
Building upon this idea, Kiros et al. [11] and 
Logeswaran et al. [12] pursued the develop-
ment of models that predict surrounding sen-
tences. Sent2Vec [13] emerged as a method to 
generate context-free sentence embeddings by 
averaging word vectors and n-gram vectors, 
analogous to FastText [14] for words. On the 
other hand, Conneau et al. [15] introduced con-
textualized sentence embeddings using a BiL-
STM Siamese network fine-tuned on pairs of 
semantically similar sentences. This approach 
was further extended to fine-tune pre-trained 
language models, such as BERT, as outlined 
in [7]. Recently, Gao et al. [16] made notable 
improvements to this approach by proposing a 
contrastive learning method, achieving state-
of-the-art results. The idea of projecting sen-
tence embeddings to lower dimensions found 
inspiration from projecting word vectors. Sur-
prisingly, in most cases, PCA methods yielded 
favorable outcomes and even retrofitted word 
vectors to enhance vector isotropy, leading to 
improved performance on NLP benchmarks. 
Li et al. [17] also demonstrated the presence of 
this phenomenon in sentence vectors and pre-
sented a normalizing flow method to retrofit 
such vectors. In a similar vein, Zhao et al. [18] 
utilized PCA for knowledge distillation from 
sentence embeddings. More recently, the work 
of Yu et al. [19] introduced Maximum Coding 
Rate Reduction (MCR2), a novel learning ob-
jective facilitating the acquisition of a subspace 
representation based on clustering. Additional-
ly, they showcased how this approach can be 
extended to address the problem of unsuper-
vised clustering.

1.2. Our Contribution

In this paper, we present a novel approach to 
sentence embedding compression by utilizing 
a pre-trained sentence embedding model, spe-
cifically Sentence-BERT (SBERT), as the sen-
tence encoder. Our method involves training a 
non-linear mapper on top of the encoder using 
the Maximal Coding Rate Reduction (MCR2) 
as the training objective. This allows us to 
learn discriminative low-dimensional features 
that preserve all essential information from 
the high-dimensional data. Compared to stan-
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from its embedding, compute a small projector 
to reduce the dimension, i.e., given the set of 
SBERT's embeddings Z ∈(d × n) of the dataset 
S, find a Ẑ ∈(d̂ × n) that preserves semantic in-
formation extracted by SBERT.

2.1. Learning a Subspace Representation 
with MCR2

Following the idea from Li et al. [20] we aim to 
minimize the angle between similar sentences 
and maximize the entropy of the whole dataset. 
More formally, for two representations of two 
sentences ẑ1, ẑ2 ∈ d̂  we measure how similar 
they are by cosine similarity function:
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For two sets of representations Ẑ1, Ẑ2 ∈(d̂ × b) 
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where ẑ1, i is the i-th element of Ẑ1 and ẑ2, i is 
the i-th element of Ẑ2. Given pairs of similar 
sentences we want them to have the D score as 
large as possible.
For a set of representations Ẑ ∈ (d̂ × n) with n 
elements, its entropy is defined as:
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for a given parameter ε and identity matrix I. 
The function we employ closely resembles the 
Shannon coding rate function for a multivariate 
Gaussian distribution, with an average distor-
tion ϵ (for further details, refer to Cover et al. 
[21]). Our aim in maximizing this function, as 
denoted by (3), is to increase the volume of the 
embedding-packed ball. The theoretical back-
ground supporting this notion is beyond the 
scope of this paper, but it can be found in the 
work of Ma et al. [22]. In their paper, they ex-
plore rate distortion, ε-ball packing, and lossy 
encoding utilizing normally distributed data. 
In our approach, we optimize this function in 

dard training objectives like cross-entropy, our 
approach offers enhanced robustness and re-
sults in well-defined clusters in the embedding 
space. The primary contribution of our work 
lies in the development of a sentence embed-
ding compression technique that achieves com-
parable results to the baseline sentence encoder, 
even with smaller sentence embedding sizes, on 
semantic NLP benchmarks.
Building upon the insights and findings present-
ed in our earlier work, where we experimented 
only with a projection of word vectors, in this 
research, we delve deeper into the exploration 
of effective sentence representation in natural 
language inference, i.e. we expand on the con-
cept of knowledge distillation and introduce a 
novel approach, utilizing the Maximum Cod-
ing Rate Reduction (MCR2) objective, to distill 
Sentence-BERT into a smaller, more practical 
model, while maintaining comparable perfor-
mance on semantic retrieval benchmarks.  
The paper's organization is as follows: In Sec-
tion 2, we delve into the details of the Maxi-
mum Rate Coding Reduction training objec-
tive, which is instrumental in computing the 
subspace embedding space. Additionally, we 
provide a description of the SBERT architec-
ture as the sentence encoder and introduce the 
projection layer. Moving on to Section 3, we 
present the results of our experimental evalua-
tion and engage in a detailed discussion of the 
outcomes. The code for our approach is public-
ly available and can be found on GitHub repos-
itory1.

2. Methodology

For a given set of sentences S of size n and for 
each sentence x = w1w2...w|x| ∈S where wi are 
tokens (words) from a predefined vocabulary, 
our task is to construct a lower dimensional em-
bedding z ∈d that captures essential semantic 
information specific to that sentence. In this 
context, the embedding (z) serves as a compact 
representation of the sentence's meaning, fa-
cilitating downstream tasks such as document 
classification, sentiment analysis, or informa-
tion retrieval. Our idea is to extend SBERT and, 

1https://github.com/tomo61098/compsentrepMCR2

https://github.com/tomo61098/compsentrepMCR2
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parallel with (2) to create significant separation 
between each sentence, except for the similar 
pairs that we aim to keep in close proximity. 
Additionally, given cluster assignments, we can 
measure the entropy of each cluster with:

( ) 2
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where Πk is a diagonal matrix with i-th entry 
being 1 if the i-th sentence belongs to cluster k, 
otherwise 0, and nk = tr(Πk), trace of matrix Πk, 
i.e., number of points in this cluster. Combining 
functions (1), (2) and (3) into one we get the 
MRC2 loss function defined as follows:
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for some hyperparameter λ and pairs of simi-
lar sentences respectively divided into two sets 
Ẑ1, Ẑ2. Matrix Π is the clustering of data giv-
en by the user or learned by the architecture. 
The selection of λ values is crucial in deter-
mining the proximity of similar sentences in 
our projection. When using larger λ values, the 
network tends to merge similar pairs into the 
same vector, which, if not carefully managed, 
can result in collapsing all vectors into a single 
representation. Conversely, with smaller λ val-
ues, the network has greater flexibility in de-

ciding which vector embeddings to keep close. 
However, this can lead to an undesirable vector 
representation that maximally distances vectors 
from each other. Striking the right balance in λ 
is essential to achieve the desired outcome in 
our model. Therefore, by minimizing (4) we: 

 ● maximize the volume of all embeddings  
Rε(Ẑ ),

 ● minimize the sum of volumes of clusters

( )
1

ˆ ,
k

i
i

R Zε
=

Π∑ ,

 ● maximize the cosine similarity of pairs of 
similar sentences λD(Ẑ 1, Ẑ 2).

The consequence of this is that after the mini-
mization we have an embedding in which dif-
ferent clusters are orthogonal to each other (see 
Yu et al. [19] for more details), i.e.

ˆ ˆ 0.i ji j Z Z≠ ⇒ =T

                   (6)

2.2 Architecture

Our model takes as input a batch of sentences 
S, produces an encoding of a sentence represen-
tation Z and outputs projected sentence repre-
sentations Ẑ together with cluster assignments 
Π for S. The overall architecture is shown in 
Figure 1.

Figure 1. The SBERT augmented with MCR2 projection layer.
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2.2.1. Sentence encoder

BERT and its variants have achieved a new 
state-of-the-art performance in sentence pair 
regression and classification tasks [4]. How-
ever, one drawback is that BERT requires both 
sentences to be processed through the network, 
resulting in a computation overhead. This can 
make simple tasks, such as identifying similar 
sentence pairs in large datasets, a costly pro-
cess. To address this, SBERT [7] was intro-
duced as a modification of the BERT network. 
SBERT employs a Siamese network that can 
derive semantically meaningful sentence repre-
sentations. 
The SBERT model incorporates BERT as a 
pre-trained encoder and utilizes a pooling lay-
er to compute the sentence representation as 
an average of hidden states from the last lay-
er of BERT. It is trained on a combination of 
the SNLI [23] and MultiNLI [24] datasets, en-
abling it to capture the semantic nuances pres-
ent in sentence pairs effectively. This approach 
significantly enhances the efficiency of finding 
similar sentence pairs while still maintaining 
strong performance.

2.2.2. Projection Layer

Based on Li et al.'s approach [20], we utilize 
the aforementioned SBERT as the backbone of 
our architecture, which incorporates two lin-
ear heads responsible for generating features 
and cluster logits. The features produced by 
the first head are further normalized to the unit 
sphere, while the clusters are learned from the 
provided pairs of similar sentences. Refer to 
Figure 1 for a detailed representation of the en-
tire architecture, which comprises the SBERT 
model as the encoder and a feed-forward neu-
ral network serving as the projection layer. The 
projection layer consists of two heads. The 
first head is a single linear layer responsible 
for gathering cluster information and applying 
Gumbel-Softmax, as explained in Huijben et 
al. [25]. Meanwhile, the second head, also a 
single linear layer, generates features, which 
are then normalized to have zero mean and unit 
variance. For this purpose, we employ the ELU 
activation function due to its advantageous 

properties, including negative value support, 
speeding up learning, and noise-robust deac-
tivation state, as demonstrated in Clevert et al. 
[26]. In the smaller-scale computer systems 
and embedded systems, ELU can act as a com-
pute-effective alternative to batch normaliza-
tion.

2.3. Knowledge Distillation with 
Compression

Using the idea from Zhao et al. [18],  we fine-
tune a smaller pre-trained sentence encoder with 
a projection layer to produce compact represen-
tations while mimicking a large pre-trained lan-
guage augmented with MCR2 trained projec-
tion layer to retain the sentence representation 
quality. More formally, let x ∈ S denote input to 
the teacher model ft, and the projection layer be 
defined as a (learnable) function πt: dt → d̂  
that takes the output from ft of dimension dt and 
outputs compressed sentence representation 
ẑt = (πt ( ft(x)) ∈ d̂ . Moreover, we consider 
a student model, that is a pre-trained smaller 
sentence encoder as fs augmented with projec-
tion layer πs, and we want to distill knowledge 
from compressed sentence representations of a 
teacher model to compressed sentence repre-
sentations of student model. To be more pre-
cise, we want to compute compressed sentence 
representation ẑs =(πs(  fs(x)) ∈ d̂ such that the 
ẑs is close to ẑt. To do so, we fine-tune student 
model fs (together with πs) so that the MSE loss 
is minimized. The MSE loss is represented by 
the following equation:

2
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where M is the total number of sentences during 
fine-tuning. Note that during the fine-tuning of 
fs the parameters of ft and πs are fixed. To total 
process of knowledge distillation is shown in 
Figure 2.
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3. Experiments

Our experiments were conducted in two ways: 
first, we tested how much information can be 
preserved by compressing only the sentence 
representations, and then, we did the same by 
compressing both model (knowledge distilla-
tion) and sentence representations.

3.1. Experimental Setup

We utilized StackExchange duplicate ques-
tions from CQADupStack [27] to train our 
model as title/title pairs. The Sentence Trans-
formers pipeline (https://github.com/UKPLab/
sentence-transformers) was employed with 
default settings, 256 batch size, and 50 ep-
ochs for SBERT and the projection layer. The 
pre-trained SBERT models used were the fro-
zen backbone all-mpnet-base-v2 and distilled 
model all-MiniLML6-v2 [28], referred to as 
MPNET and MiniLM, respectively. The MP-
NET model maps sentences and paragraphs 
to a 768-dimensional dense vector space. De-
spite its 420 MB model size, it consistently 
provides high-quality embeddings. In contrast, 

The MiniLM model efficiently maps sentences 
to a 384-dimensional dense vector space. De-
spite being 5 times faster than MPNET, it main-
tains high-quality embeddings with a compact 
model size of 80 MB. Both models are suitable 
for semantic search and clustering.  The only 
trained part was the projection layer, where we 
tried several values of hyperparameter λ from 
equation (4) and found that λ = 2000 gives 
best results for dimensions 50 and 100, and 
λ = 4000 for all other dimensions. Our model's 
performance was evaluated on various down-
stream NLP tasks, starting with clustering-ori-
ented semantic retrieval tasks. Additionally, we 
demonstrated the effectiveness of the comput-
ed low-dimension sentence representations on 
other semantic benchmarks. The dimension 
sizes were motivated by experimental obser-
vations of suitable word vector sizes from Pa-
tel et al. [29] and Li et al. [17], establishing a 
connection between word vectors and sentence 
embeddings. For standard textual similarity, 
sentiment analysis, and question-type classifi-
cation tasks, we used available datasets from 
the SentEval evaluation toolkit [15] for sen-
tence embeddings. Dataset descriptions can be 
found in Conneau et al. [15] and the references 

Figure 2. Compressing sentence representation by knowledge distillation and MCR2 trained projection using the loss 
function defined in (7).

https://github.com/UKPLab/sentence-transformers
https://github.com/UKPLab/sentence-transformers
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therein. During knowledge distillation, we em-
ployed nli-mpnet-base-v2 as the teacher model 
and all-MiniLM-L6-H384-uncased as the stu-
dent model.
All experiments were conducted on the follow-
ing hardware setup: AMD Ryzen Threadripper 
3990X 64Core Processor @ 4.3GHz, Nvidia 
GeForce RTX 3090 GPU, CUDA 11.6 with Py-
Torch implementation 1.9.1.

3.1.1. Semantic Retrieval (SR) Task

The semantic retrieval (SR) task aims to identi-
fy all sentences in the retrieval corpus that share 
semantic similarity with the query sentence. 
The fundamental approach involves computing 
sentence embeddings for both the retrieval cor-
pus and the query sentence. The objective is to 
locate the nearest points in the retrieval corpus 
embedding space to the given query. To expe-
dite this process, Johnson et al. [30] propose the 
clustering of sentences in the retrieval corpus 
embedding space into k clusters. This allows 
for query sentences to efficiently find the clos-
est cluster of sentences, thus speeding up the 
retrieval process. 
For the evaluation of our method, we employ 
the Quora Duplicate Question Dataset (https://
www.kaggle.com/datasets/sambit7/first-quo-
ra-dataset). This dataset contains 500k sen-
tences with over 400k annotated question 
pairs, indicating whether they are duplicates or 
not. By utilizing this dataset, we can effective-
ly assess the performance of our approach in 
the SR task.

3.1.2. Semantic Textual Similarity (STS) Task

In the natural language processing, the seman-
tic textual similarity (STS) task stands as one 
of the fundamental baseline benchmarks. This 
task involves qualitatively assessing the seman-
tic similarity between two sentences, or text 
snippets. To evaluate our model's performance, 
we utilize the cosine similarity (1) between the 
embeddings of sentence pairs. The evaluation 
is carried out on standard STS tasks, includ-
ing STS 2012-2016 and STS Benchmark from 
SentEval. These datasets are annotated with 
similarity scores ranging from 0 to 5, indicat-

ing the level of semantic relatedness between 
sentence pairs. The evaluation process utilizes 
Spearman rank correlation, which measures the 
quality of correlation between the calculated 
similarity scores and the human-labeled sim-
ilarity scores. The Spearman rank correlation 
value falls between -1 and 1, and it will be high 
if the ranks of the predicted similarities closely 
align with the ranks of human labels.

3.1.3 Sentence Classification (SC) Task

Sentiment classification tasks involve the as-
signment of sentiment scores to text snippets, 
categorizing them into two or more sentiment 
classes, which typically include negative, posi-
tive, neutral, or variations in-between. Datasets 
like SST, SUBJ, CR, and MR serve as standard 
benchmarks for sentiment analysis. Another ex-
ample of a sentence classification task is the as-
signment of a question type to a given question, 
as seen in the TREC task. On the other hand, the 
paraphrase detection problem, such as MRPC, 
involves classifying whether one sentence is a 
paraphrase of another. The MPQA dataset ex-
emplifies an opinion classification task. For 
these benchmarks, the performance metric is 
measured in terms of accuracy. All these data-
sets are readily available in the SentEval tool-
kit.

3.2. Knowledge Distillation

For the last part, we compare how MCR2 trained 
projection approach compares to the results 
of Homomorphic Projective Distillation from 
Zhao et al. [18] by recreating their experiments 
and evaluation. 

4. Results

In this section, we present a comparison of our 
method as both a clustering and compression 
algorithm. Table 1 displays the performance of 
our clustering approach, where we benchmark it 
against the k-means algorithm (implemented in 
the scikit-learn Python package). The compari-
son includes time performance metrics, such as 
the time taken for encoding vectors, clustering, 
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and the overall processing time. Moving on to 
the second part, we evaluate our sentence repre-
sentation compression in semantic-relatedness 
tasks. The results are reported in Tables 1, 2, 
and 3. The model names in these tables follow a 
structured format, comprising the sentence en-
coder model name, the projection method used 
(MCR2 or PCA), the projection dimension, and 
optionally, whether k-means is employed. The 
default embedding size is denoted in parenthe-
ses. 

4.1. Results on SR Tasks 

We assess the clustering capability of our pro-
jection layer in comparison to k-means clus-
tering within the retrieval space of sentence 
embeddings. For this evaluation, we assign 
the query sentence to a cluster of semantical-
ly related sentences and determine whether the 
ground truth duplicate belongs to that cluster. 
The results are reported as accuracy scores. In 

our experiments, we tested out several number 
of clusters (32,64, 128, 512, 1024 and 2048) 
and compared them to the overall benchmark 
results. Smaller cluster numbers had perfor-
mance degradation, but greater cluster num-
bers incurred longer computational time. In the 
end, we choose cluster number upper boarder 
of 128, which has good performance and ac-
ceptable computational time. Table 1 and Fig-
ure 3 present accuracy scores and overall com-
putation time (including encoding of sentence 
embeddings and clustering) based on various 
embedding sizes and model types (MCR2 with 
implicit clustering or k-means). Our method 
demonstrates comparability to the k-means al-
gorithm up to a certain dimension. For dimen-
sions less than 200, k-means performs slight-
ly better as we did not extensively optimize λ 
values (suggested values of λ are from [19]). 
Notably, our method computes clusters during 
inference, significantly speeding up the process 
compared to using the k-means algorithm. Ad-
ditionally, our projection layer, when used as 
a non-linear mapper without dimensionality 

Table 1. Semantic Retrieval (SR) tasks.

model accuracy encoding time  
clustering total

all-mpnet-base-v2 + MCR50

all-mpnet-base-v2 + MCR100

all-mpnet-base-v2 + MCR200

all-mpnet-base-v2 + MCR300

0.562

0.545

0.645

0.632

00:04:15

00:04:15

00:04:16

00:04:17

-

-

-

-

00:04:15

00:04:15

00:04:16

00:04:17

all-mpnet-base-v2 + MCR50 + kmeans

all-mpnet-base-v2 + MCR100 + kmeans

all-mpnet-base-v2 + MCR200 + kmeans*

all-mpnet-base-v2 + MCR300 + kmeans

all-mpnet-base-v2 + kmeans (768)**

all-mpnet-base-v2 + MCR768 + kmeans

0.671

0.650

0.635

0.631

0.648

0.630

00:04:15

00:04:15

00:04:16

00:04:17

00:04:17

00:04:17

00:07:08

00:07:22

00:09:08

00:11:09

00:59:57

00:18:15

00:11:23

00:11:37

00:13:24

00:15:26

01:04:12

00:22:32
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reduction, retrofits the sentence embeddings, 
resulting in faster convergence of the k-means 
algorithm, as shown in the last row of Table 1. 
In the context of Semantic Retrieval (SR) tasks, 
the use of the all-mpnet-base-v2 SBERT model 
with MCR2 projection to dimension 200 yield-

ed the highest accuracy without requiring addi-
tional clustering time, as seen in the same set-
up with k-means (denoted with *). In contrast, 
clustering baseline sentence embeddings from 
SBERT with k-means (denoted with **) took 
almost an hour.

Figure 3. Performance comparison on SR tasks.
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formance degradation. This trend remains con-
sistent across all STS benchmarks for both the 
baseline and distilled models. For a visual repre-
sentation of the relative error in Spearman rank 
correlation coefficient concerning the projection 
dimension, please consult the first column of 
Figure 4, which provides insights for both model 
variants. Across multiple Semantic Textual Sim-
ilarity (STS) tasks, the baseline models exhibit 
the best results (indicated in bold) for the Spear-
man rank correlation coefficient. However, it's 
worth noting that we observe comparable out-
comes with other models as well.

4.2. Results on STS Tasks

Results in Table 2 present the outcomes for 
the baseline model (MPNET) and the distilled 
model (MiniLM) when combined with the pro-
jection layer (MCR2) at different embedding 
sizes. A remarkable finding is that reducing the 
sentence embedding dimension to as low as 6% 
of the original size results in a relative error of 
up to 13% in Spearman rank correlation. This 
observation indicates the efficacy of the projec-
tion layer in preserving the cosine distance in 
the lower-dimensional space, thereby retaining 
the neighborhood of points and minimizing per-

Table 2. Semantic Textual Similarity (STS) tasks.

model STSb STS12 STS13 STS14 STS15 STS16

all-mpnet-base-v2 + MCR50

all-mpnet-base-v2 + MCR100

all-mpnet-base-v2 + MCR200

all-mpnet-base-v2 + MCR300

all-mpnet-base-v2 (768)

0.749

0.788

0.818

0.821

0.836

0.666

0.696

0.712

0.718

0.722

0.739

0.782

0.812

0.817

0.821

0.713

0.753

0.779

0.783

0.790

0.754

0.791

0.819

0.827

0.838

0.768

0.793

0.816

0.823

0.831

all-MiniLM-L6-v2 + MCR50

all-MiniLM-L6-v2 + MCR100

all-MiniLM-L6-v2 + MCR200

all-MiniLM-L6-v2 + MCR300

all-MiniLM-L6-v2 (384)

0.752

0.778

0.810

0.813

0.824

0.654

0.685

0.705

0.710

0.711

0.690

0.742

0.773

0.780

0.790

0.682

0.721

0.751

0.759

0.772

0.741

0.780

0.813

0.826

0.838

0.737

0.777

0.792

0.800

0.812
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Figure 4. Comparing the performance of Semantic Textual Similarity (STS) and Sentence Classification (SC) tasks..
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4.3. Results on SC Tasks 

As presented in Table 3, across multiple Sen-
tence Classification (SC) tasks, the baseline 
models achieve the best results (indicated in 
bold) in terms of accuracy on various bench-
marks. Nevertheless, it is essential to note that 
our method also produces comparable results 
in these tasks. Per-sentence classification tasks, 
such as SST2 and MRPC, demonstrate relative-
ly less performance degradation compared to 
per-token sentence classification problems like 
MPQA and per-sentence multi-classification 
tasks like TREC. The reason behind this differ-

ence lies in the fact that fine-grained semantics 
in per token and multi-classification tasks are 
not preserved as effectively during projection. 
In the most challenging scenarios, the perfor-
mance degradation reached up to 45% for the 
baseline model and up to 60% for the distilled 
model when the projected dimension was re-
duced to 6% of the original embedding size. 
For a visual representation of the relative error 
in accuracy concerning the projected dimen-
sion, please refer to the second column of Fig-
ure 4, which illustrates the results for both the 
baseline and distilled models.

Table 3. Sentence Classification (SC) tasks.

model SST2 SST5 MR CR SUBJ MPQA TREC MRPC

all-mpnet-base-v2 + MCR50

all-mpnet-base-v2 + MCR100

all-mpnet-base-v2 + MCR200

all-mpnet-base-v2 + MCR300

all-mpnet-base-v2 (768)

75.45

82.54

86.55

87.59

88.74

36.43

39.19

42.76

44.66

49.00

69.67

75.85

80.62

82.33

85.05

63.76

63.76

72.77

79.71

86.84

79.16

81.86

88.28

90.73

93.97

68.84

68.77

82.27

85.76

89.32

51.6

60.0

71.0

79.8

94.0

68.29

71.59

73.62

73.97

73.16

all-MiniLM-L6-v2 + MCR50

all-MiniLM-L6-v2 + MCR100

all-MiniLM-L6-v2 + MCR200

all-MiniLM-L6-v2 + MCR300

all-MiniLM-L6-v2 (384)

65.95

72.27

77.54

79.35

81.44

31.76

33.94

37.10

39.50

42.99

61.61

66.38

70.06

72.95

75.98

63.76

63.82

69.17

75.07

80.56

79.19

83.97

86.87

88.47

91.80

68.77

76.58

81.83

84.13

87.38

41.0

64.0

69.2

72.0

90.0

66.49

67.13

66.67

68.06

72.12
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4.4. Results with Knowledge Distillation 
with Compression

For comparison, we used code from [18] to 
evaluate the results when using MPNET and 
MiniLM as teacher and student models, respec-
tively. The same training regime and evaluation 
as in [18] was followed. Following the ideas 
described earlier in Section 2.3 we have that 
projection layer πt is MCR2 or PCA2 and it is 
trained and used to compute compressed sen-
tence embeddings. On the other hand, projec-
tion layer πs is just one linear layer followed by 
tanh(.) activation function. Comparison of our 
methods is given in Table 4. On all STS bench-
marks MCR2 showed a slight improvement of 
up to 1% on average. We recreated experiments 

with the available code from [18] using only 
projection and not whitening due to the missing 
implementation.
The presented results demonstrate that our 
method outperforms the PCA approach, albe-
it by a narrow margin. While PCA is a more 
straightforward technique, our method offers 
the advantage of ad-hoc data clustering. In oth-
er words, we believe that users can fine-tune the 
pre-trained MCR2 projection layer with the stu-
dent model to compute sentence clusters during 
the compression process. This capability opens 
up new possibilities for practical applications, 
as it allows for tailored clustering of sentence 
representations to meet specific needs. Explor-
ing this aspect will be the subsequent phase of 
our future research efforts.

Table 4. Results of knowledge distillation from the nli-mpnet-v2 teacher model to the MiniLM-L6-H384-uncased 
student model using either the MCR2 or PCA projection technique.

model STS12 STS13 STS14 STS15 STS16 STS-B SICK-R Avg.

MCR2 (64 dim) 73.05 84.09 79.4 85.43 80.04 83.52 77.46 80.43

MCR2 (128 dim) 73.57 83.9 79.88 85.63 81.05 83.22 76.1 80.48

MCR2 (256 dim) 73.1 83.35 79.13 85.04 82.15 82.91 76.79 80.35

MCR2 (384 dim) 72.57 81.83 77.86 84.17 81.19 82.45 76.92 79.57

PCA (64 dim) 73.04 83.73 78.93 83.33 79.07 83.3 78.28 79.95

PCA (128 dim) 71.39 82.45 78.24 84.65 78.85 82.33 78.42 79.48

PCA (256 dim) 71.36 82.65 78.2 84.65 79.21 82.55 78.36 79.57

PCA (384 dim) 70.94 82.06 77.6 84.41 78.7 82.04 78.31 79.15

2It stands for Principal Component Analysis and is a statistical technique used to reduce the dimensionality of data 
  while preserving its variance; see [30] for more details.
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5. Conclusion

SBERT (bi-encoders) is a practical choice for 
real-life scenarios due to its simplicity and 
ease of use, but it's essential to recognize that 
its fixed-sized sentence embeddings may not 
always be optimal. In situations where vari-
able-length context matters, such as document 
summarization or long-text understanding, the 
loss of context information in fixed-sized em-
beddings could be detrimental. Additionally, 
tasks requiring fine-grained positional aware-
ness, like question answering with context, 
may benefit more from BERT's cross-encoder 
approach, which considers the entire input se-
quence. Furthermore, for complex tasks de-
manding more than sentence-level features—
such as coreference resolution or discourse 
analysis—BERT's cross-encoder, with its abil-
ity to capture inter-sentence dependencies, re-
mains a robust choice.
Despite the interesting properties, the compu-
tational cost of MCR2 grows with the number 
of clusters. Specifically, evaluating and differ-
entiating the log-determinant terms for each 
cluster can become prohibitively expensive 
when dealing with large-scale datasets or a 
high number of clusters. This complexity can 
slow down training and inference times signifi-
cantly. MCR2 relies on accurate covariance es-
timates, i.e. in scenarios where the data is noisy 
or the covariance matrices are ill-conditioned, 
the performance of MCR2 may degrade.  While 
MCR2 aims to improve discriminative repre-
sentations, it doesn't guarantee better general-
ization. Overfitting can still occur if the model 
focuses too much on the training data's specif-
ic structure rather than capturing more robust 
features. MCR2 introduces additional hyperpa-
rameters (e.g., regularization terms) that need 
careful tuning. Finding the right balance be-
tween maximizing coding rate differences and 
preventing overfitting can be challenging.  The 
effectiveness of MCR2 can vary across different 
domains and tasks. It might work exceptionally 
well for certain types of data (textual data, like 
in our case) but less effective for others.
This paper showcased the efficacy of the MCR2 
technique in obtaining lower-dimensional em-
beddings for sentence representation, resulting 
in faster semantic retrieval tasks and reducing 
the size by up to 70% of the original. Impor-

tantly, we established that these embeddings are 
comparable to SBERT results on standard se-
mantic NLP benchmarks. The projection layer's 
clustering ability allowed us to efficiently clus-
ter sentences without incurring additional time 
costs, further reducing the sentence represen-
tation to a reasonable dimension size without 
significantly compromising important seman-
tic features. Moreover, we employed MCR2 as 
a method to distill and compress knowledge 
from large sentence encoders to smaller ones, 
achieving comparable results to state-of-the-
art techniques. This highlights the potential of 
our approach in deploying AI models on small-
er-scale computer systems. By leveraging the 
MCR2 technique, our research offers valuable 
insights into enabling efficient and effective 
applications of AI models in various scenari-
os, particularly on constrained computing plat-
forms. We hope that our findings will inspire 
new possibilities and applications in the field 
of natural language processing and encourage 
further advancements in the realm of sentence 
embedding compression and knowledge distil-
lation.
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