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This research develops a deep neural network mod-
el called DNN-MHE to evaluate mental health edu-
cation effects. A questionnaire survey collected data 
on 916 students' mental health knowledge, attitudes, 
and behaviors. DNN-MHE uses five fully connected 
layers to predict mental health metrics. Experiments 
demonstrate that DNN-MHE achieves 99.46% accu-
racy, outperforming RNN, CNN, and shallow MLP 
models. Ablation studies validate the impact of train-
ing iterations, number of neurons, and number of data 
samples on performance. Overall, DNN-MHE enables 
accurate and efficient analysis of mental health educa-
tion with practical implications for improving univer-
sity programs. 

ACM CCS (2012) Classification: Computing meth-
odologies → Machine learning → Machine learning 
algorithms

Keywords: deep neural network, mental health educa-
tion, neuron numbers

1. Introduction

1.1. Research Background and Value

Mental health education is crucial for promot-
ing the holistic growth and development of 
young students. It embodies the essential mis-
sion of higher education institutions to foster 
virtue and cultivate talent, as well as to enhance 
the quality of talent cultivation. Currently, with 
the development of the socio-economic land-
scape and influenced by numerous factors, the 
mental health issues of young students have in-
creasingly become a focal concern for society 
at large, especially for universities. During the 

academic education period, students' ideolog-
ical values, emotions, and behavioral abilities 
are not yet fully mature. Benjamin et al. high-
light the maintenance of emotional wellbeing in 
law students and aim to present the results of a 
cross-sequential research [1]. Simultaneously, 
with the changes in the period and societal de-
velopment, university mental health education 
faces new challenges and issues, which to a 
certain extent have diminished the practical ef-
fectiveness of mental health education in higher 
institutions. Among these, evaluating the effec-
tiveness of mental health education is pivotal 
for further understanding the current state of 
students' mental health, improving their mental 
well-being, and strengthening the tangible out-
comes of university mental health education. If 
we can utilize deep neural networks to evaluate 
the effectiveness of mental health education, it 
will greatly enhance the quality of talent culti-
vation in society.
Deep neural networks (DNN) [2–6] refer to a 
multi-layered neural network. It takes the out-
put features of one layer as the input for the 
next layer for feature learning. By mapping fea-
tures layer by layer, the features of the current 
spatial samples are mapped to another feature 
space, thereby learning a better feature repre-
sentation for the given input. Compared to the 
first-generation neural networks (such as per-
ceptrons), the advantage of DNN lies in its abil-
ity to address more complex data classification 
problems, such as those that are non-linearly 
separable. Neural networks have made signifi-
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survey of the recognition and effectiveness 
of mental health awareness. By examin-
ing different groups of young students, we 
aim to assess the evaluations of the current 
status and effectiveness of mental health 
education in various universities. This in-
cludes surveys on the recognition of spe-
cial groups concerning mental health, 
awareness of psychological issues, and 
the current situation of mental health con-
sciousness.

3. Dimension three: Behavioral practice of 
mental health [24]. This refers to the sur-
vey of the state and results of mental health 
practical capabilities. Through a compre-
hensive examination, we investigate the 
ability of different groups of young stu-
dents in learning actions related to men-
tal health education, adaptability to envi-
ronments, interpersonal communication 
skills, and current status and results of ca-
reer selection capabilities.

2.2. Research Methods

In this section, a combination of various re-
search methods is used for establishing the ba-
sic concepts and theoretical framework, data 
collection, statistical analysis, model construc-
tion, and comparative studies with existing 
findings in related fields. The specific research 
methods are, as follows:
1. Literature review method [25]. Based on 

the research topic requirements and the 
main content of this empirical study, liter-
ature and documents are collected, sorted, 
and analyzed from databases like CNKI, 
the Marxism Library, government depart-
ment related documents, as well as foreign 
databases such as Web of Science and En-
gineering Village Compendex. This helps 
lay a solid theoretical foundation for the 
empirical research in this paper.

2. Questionnaire survey method [26]. Fol-
lowing a preliminary literature analysis and 
drawing from existing research findings, 
this study designed a survey titled ''Survey 
on the Effectiveness of Mental Health Ed-
ucation for Young Students.'' The primary 
method of data collection involved the use 
of a self-developed Likert scale to gather 

2. A mental health education model was in-
troduced based on deep neural networks 
(DNN-MHE) that aims to improve the 
prediction efficiency of mental health 
education data. This model merges tech-
niques from feature selection and k-fold 
cross-validation, effectively mitigating the 
overfitting issue within the network.

3. The study carries out extensive experi-
mental evaluation of the model using the 
designed dataset. The experimental results 
demonstrate that DNN-MHE can signifi-
cantly enhance the prediction accuracy of 
mental health education data. Additionally, 
through various ablation studies, the effec-
tiveness of DNN-MHE is further verified.

2. Research Method and Process

2.1. Research Approach

This paper sets out from the perspective of the 
growth and development patterns of young 
students, the teaching laws of ideological and 
political education, and the moral develop-
ment principle of ''knowledge-emotion-action''. 
We assess various groups of young students in 
terms of their awareness, recognition, and prac-
tice of mental health. Utilizing deep neural net-
works, we then evaluate the current effective-
ness of mental health education, summarizing 
experiences and envisioning the future [14]. 
The research and evaluation mainly revolve 
around the following three dimensions:
1. Dimension one: Rational cognition of men-

tal health [22]. This involves gauging the 
awareness of basic mental health knowl-
edge, recognizing different categories of 
psychological abnormalities, and under-
standing the methods to improve individ-
ual mental health. The primary aim is to 
conduct a preliminary survey of different 
groups of young students regarding their 
understanding of mental health, intending 
to gain a comprehensive grasp of the cur-
rent status of mental health education in 
higher institutions.

2. Dimension two: Ideological recognition 
of mental health [23]. This pertains to the 

cant breakthroughs in recent years, demonstrat-
ing powerful capabilities in many domains and 
are gradually being applied to the field of edu-
cational effect evaluation [7–10]. Mental health 
education, as an essential component of higher 
education, also requires indispensable quality 
assessments. However, traditional methods of 
evaluating the effectiveness of mental health 
education often exhibit strong subjectivity and 
lack unified evaluation standards. For example, 
the amount of data increases over time, and hu-
man resources in schools are limited, so tradi-
tional methods are inefficient in dealing with a 
large amount of student mental health data, and 
cannot dynamically predict and analyze the data 
as it increases, which leads to a failure to deal 
with the problems brought about by changes in 
the state of students' mental health in a timely 
manner. Therefore, utilizing deep neural net-
works for evaluating the effectiveness of men-
tal health education can enhance the accuracy 
and efficiency of the assessments, providing 
educators with a better basis for decision-mak-
ing, and consequently promoting the improve-
ment of quality and effectiveness in university 
mental health education [11].

1.2. Literature Review on Related 
Research

Nowadays, mental health education plays a piv-
otal role in the daily learning and life of young 
students. How to efficiently evaluate the effects 
of mental health education for these students has 
garnered much attention from academic circles 
both domestically and abroad. For instance, Ma 
et al. [12] introduced a painting style classifica-
tion model based on an improved convolution-
al neural network (CNN) [3] with the aim to 
enhance the accuracy of mental health therapy 
through art. This model effectively tackles the 
poor adaptability issue inherent in traditional 
classification methods, but still grapples with 
the computational challenges arising from han-
dling large data volumes. With the expansion of 
university scales and increase in student's de-
mands, mental health education struggles to ca-
ter to the individual needs of students promptly 
and effectively. To address this, Huang et al. 
[13], taking the identification of college students' 

mental disorders as an example, proposed a 
model based on convolutional neural networks. 
The goal was to offer consultation and support 
for college students' psychological counseling, 
but the model faced challenges in accurately 
predicting non-image data. Subsequently, to 
solve the low effectiveness when dealing with 
commonly used non-image datasets, Yao et al. 
[14], based on the backpropagation (BP) neural 
network [15], proposed a model regarding the 
relationship between college students' mental 
state and the pandemic. This model employed 
the multi-layer perceptron [16] commonly used 
for non-image datasets and optimized it using 
the BP algorithm. It eventually outlined various 
factors affecting the mental health of univer-
sity students. However, the model only used a 
two-layer perceptron, leading to subpar predic-
tion results. Overall, the existing deep learning 
methods are inadequate in dealing with mental 
health education problems. For example, CNNs 
are generally good for Euclidean data, such as 
images, RNNs are commonly used as neural 
networks to deal with sequential data, whereas 
shallow MLPs may bring low prediction accu-
racy. For this reason, there is an urgent need for 
a method that can efficiently deal with mental 
health data.
In summary, in the realm of mental health ed-
ucation, to better handle non-image data and 
enhance the predictive accuracy of existing 
models, this paper proposes a mental health ed-
ucation assessment model based on deep neural 
networks, called DNN-MHE. The DNN-MHE 
model increases the network depth with respect 
to the existing methods, leading to improved 
prediction results. Techniques like feature se-
lection [17–19] and k-fold cross-validation 
[20–21] have been integrated into this model to 
counteract the overfitting issues that come with 
increased network depth. To sum it up, the main 
contributions of this paper are:

1. A scientific questionnaire survey targeting 
young students' mental health education 
issues was conducted for this study. Using 
the data obtained from the survey, a dataset 
for mental health education was created. It 
encompasses multiple aspects of mental 
health education issues, providing refer-
ence data for related research.
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tial data, this paper chooses fully connected 
neural networks that are better at predicting 
and evaluating mental health data. On the other 
hand, the reason for choosing 5 fully connected 
layers is because the existing fully connected 
neural networks are shallow, such as 2–3 lay-
ers, which makes the prediction accuracy of the 
existing fully connected neural networks low, 
and too deep network architecture will bring 
the problem of overfitting and large amount 
of computation. Each layer of DNN-MHE has 
multiple neurons. When signals pass through 
the input layer to the hidden layers, the hidden 
layers transmit the processed data to the output 
layer, which then produces the result.

2.3.3. Implementation Process of DNN-MHE

Firstly, 80% of the data is chosen as training 
data and 20% as test data. The training data is 
put into DNN-MHE, and after processing by 
each neuron in the layers, the output result of 
each neuron in the hidden layers can be ob-
tained through equation (1). To better measure 

the effectiveness of the model, the mean square 
error needs to be calculated using equation (3).

( ) ( )2
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i i
i

MSE y y' y y'
N =

= −∑
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Here, y is the actual value, and yi' is the pre-
dicted value. By using the gradient descent al-
gorithm, the connection weights and thresholds 
for each layer are adjusted, as shown in equa-
tions (4) and (5), until the desired accuracy or 
training time target is reached.

( , ): J w bw w
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Here, := represents parameter updating, α 
stands for the learning rate which controls the 
step size, and J(w, b) represents the cost func-
tion, which is another way of expressing the 
equation (3).

extensive data. Subsequent steps include 
quantitative data analysis, constructing an 
effectiveness evaluation model, and an-
alyzing data results. The goal is to offer 
suggestions and references for improving 
the strategies related to the mental health 
education of young students.

3. Computer Model Analysis Method [27]. 
Deep neural networks mainly comprise 
fully connected (FC) network structures, 
CNNs, and RNNs. Given that CNNs ex-
cel at processing Euclidean data like im-
ages, and RNNs are often used to handle 
sequential data, this study has chosen the 
FC neural network, which is better suited 
for predicting and assessing mental health 
data. We incorporate feature selection and 
k-fold cross-validation into the adopted 
network. On the one hand, the application 
of deep neural networks to the analysis of 
mental health education data incorporates 
a feature selection method, which selects 
features for the created data set in two 
ways, divided into basic information and 
cognitive information, which allows us 
to predict the mental health status of the 
students for different types of information, 
thus solving the shortcomings of the other 
methods that select all the information for 
prediction. On the other hand, the applica-
tion of deep neural networks to the analy-
sis of mental health education data incor-
porates the k-fold cross-validation method, 
which cross-validates the dataset to effec-
tively assess the quality of the model, and 
thus can effectively avoid overfitting and 
underfitting.

Figure 1. Typical neuron structure.

2.3. DNN-MHE

2.3.1. Basic Unit of DNN-MHE 

The fully connected neural network (abbrevi-
ated as FCNN) is the fundamental structure of 
artificial neural networks, also known as the 
multilayer perceptron (MLP). In an FCNN, 
each neuron is connected to all the neurons in 
both the preceding and the succeeding layers, 
forming a densely connected structure. A typi-
cal neuron structure is shown in Figure 1. The 
calculation formula for the output of the neuron 
is shown in equation (1):
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d

i i
i

a f x w b
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In the formula, xi represents the input signal 
from the upper layer, wi represents the con-
nection weight of each transmission signal, b 
represents the bias, f(*) represents the activa-
tion function, and a represents the activity val-
ue of the neuron after the input signal passes 
through the activation function. Commonly 
used activation functions include the rectified 
linear unit [28], abbreviated as ReLU. It is a 
frequently used activation function in deep neu-
ral networks. The specific mathematical form is 
shown in equation (2).

0
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x x
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x
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(2)

2.3.2. Detailed Structure of DNN-MHE

The mental health education evaluation model 
designed in this paper is a structure of five lay-
ers, as shown in Figure 2. It is composed of an 
input layer, four hidden layers, and an output 
layer. Based on the dataset designed in this pa-
per, a five-layer network structure is chosen to 
address the issue of low prediction accuracy in 
shallow network structures. On the one hand, 
the reason for choosing fully connected neural 
networks is because CNN is good at Euclidean 
data, such as images, and RNN is commonly 
used in neural networks that deal with sequen-

Figure 2. Structure Diagram of a Neural Network.
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3. Overview of the Questionnaire  
Survey

In this study, a random sampling method was 
used to conduct a questionnaire survey among 
young students from various schools at differ-
ent levels. A total of 931 valid questionnaires 
were collected. After data cleaning, 916 data 
entries were finalized [29]. The main content of 
the self-made questionnaire is, as follows:
1. Basic demographic information (basic 

information), as shown in Table 1. This 
primarily includes information on the re-
spondent's gender, age, grade level, field 
of study, place of origin, whether they hold 
a student leadership position, whether they 
are an only child, and the educational level 
of their parents, among other details.

2. Survey content related to the effectiveness 
of mental health education (cognitive in-
formation), as shown in Table 2. Firstly, 
there's a section surveying the rational cog-
nition of mental health, such as ''changes 
in mental health.'' Following that, there's a 
section on the recognition status of mental 
health ideas, such as ''existing psychologi-

cal problems.'' Lastly, there's a section sur-
veying the practice of mental health ideas 
and behaviors, like ''interpersonal commu-
nication skills.''

More details can be found, as follows: 
1. Questionnaire design: This paper main-

ly investigates and evaluates the effect of 
mental health education in colleges and 
universities from the three dimensions of 
rational cognition of mental health, ideo-
logical recognition of mental health and 
behavioral practice of mental health.

2. Sampling techniques: This paper cleans up 
the data and eliminates abnormal data, and 
finally forms 916 valid questionnaire sur-
vey data and converts them into .csv files 
for follow-up processing.

3. Survey administration procedures: the 
score of each questionnaire item can be re-
garded as a data dimension, the question-
naire item summation score is regarded as 
a data dimension, then the input data of the 
neural network is a 26-dimensional data, 
and the output result is a one-dimensional 
data.

Table 1. Detailed data statistics on the survey questionnaire's basic information.

Project Gender Average age Grade category Major

Classification Male Female Male Female Undergraduate Graduate Humanities Others

Number of 
samples 396 520 21.1 650 266 342 574

Project Student leaders Only child Source of students Parental education

Classification Yes No Yes No Country Town Undergraduate 
or below

Undergraduate 
and above

Number of 
samples 304 612 327 589 485 431 648 268

Table 2. Detailed data statistics on the respondents' cognition, recognition, and practice of mental health education.

Type
Situation statistics

Positive Percentage Neutral Percentage Pessimistic Percentage

1 15 1.64% 37 4.04% 864 94.32%

2 47 5.13% 119 12.99% 750 81.88%

3 26 2.84% 137 14.96% 753 82.21%

4 9 0.98% 45 4.91% 862 94.10%

5 17 1.86% 79 8.62% 820 89.52%

6 33 3.60% 135 14.74% 748 81.66%

7 92 10.04% 193 21.07% 631 68.89%

8 123 13.43% 209 22.82% 584 63.76%

9 48 5.24% 154 16.81% 714 77.95%

10 44 4.80% 161 17.58% 711 77.62%

11 50 5.46% 170 18.56% 696 75.98%

12 36 3.93% 154 16.81% 726 79.26%

13 38 4.15% 168 18.34% 710 77.51%

14 59 6.44% 151 16.48% 706 77.07%

15 30 3.28% 133 14.52% 753 82.21%

16 54 5.90% 179 19.54% 683 74.56%

17 57 6.22% 195 21.29% 664 72.49%

18 57 6.22% 209 22.82% 650 70.96%
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Moreover, when only using basic information 
for validation, the accuracy percentage ob-
tained is 89.13%, and the F1 score, precision, 
and recall are 47.13%, 44.57%, and 50.00%, 
respectively. When only using cognitive infor-
mation for validation, the accuracy percentage 
obtained is 97.83%, and the F1 score, precision, 
and recall are 94.39%, 94.39%, and 94.39%, 
respectively. When using all the information 
features for validation, the accuracy percentage 
obtained is 99.46%, and the F1 score, precision, 
and recall are 98.57%, 99.70%, and 97.50%, 
respectively. This indicates that if only basic 
information is available, the various prediction 
indicators are not very good. On the contrary, 
when the data is complete, the prediction ef-
fects of various indicators are quite good.
To validate the change in trend of DNN-MHE 
scores on the training set and test set with the 
number of iterations, the number of iterations 
is set to different values to verify the score of 
DNN-MHE under different situations. As seen 
from Figure 4, the model score on the training 

set continuously increases with the number of 
iterations. Upon validation, it was found that 
when the number of iterations is around 150, 
as the number of iterations increases, the mod-
el score of DNN-MHE on the test set remains 
stable.

Figure 4. Trend of the DNN-MHE model scores on 
the training set and test set as the number of iterations 

changes.

4. Experiments and Results

4.1. Implementation Details

In DNN-MHE, the backpropagation algorithm 
and the stochastic gradient descent method are 
used to update the network weights. The ReLU 
function is chosen as the activation function, 
with an initial learning rate set at 0.001. The 
total number of iterations is 300. 80% of the 
data is used for training the network, and the re-
maining 20% is for testing and validation. The 
model is trained using the data and undergoes 
5-fold cross-validation, with the mean value 
taken as the final experimental result. It should 
be noted that during the validation process of 
DNN-MHE, this study employs four common-
ly used metrics for validation as described in 
formulas (6) to (9), which are precision, recall, 
F1 score, and accuracy [30–33].
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=
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Among them, TP represents the number of sam-
ples that are actually positive and are predicted 
as positive. FP represents the number of sam-

ples that are actually negative but are predicted 
as positive. FN represents the number of sam-
ples that are actually positive but are predicted 
as negative. P stands for Precision, R stands for 
Recall. TN represents the number of samples 
that are actually negative and are predicted as 
negative.

4.2. Experimental Results

This paper selects some classic neural network 
architectures for comparison to verify the ef-
fectiveness of DNN-MHE. As shown in Table 
3, the accuracy score of DNN-MHE is 99.46%, 
the accuracy score of RNN is 95.99%, and the 
accuracy score of CNN is 95.64%. DNN-MHE 
is about 4 percentage points higher than both 
RNN and CNN. The accuracy score of MLP is 
96.20%. Although the accuracy of MLP is high-
er than that of RNN and CNN, the current MLP 
used for mental health education is a shallow 
network architecture, which leads to its accu-
racy still needing improvement. In contrast, the 
accuracy score of DNN-MHE is 99.46%, which 
is about 3 percentage points higher than MLP. 
Similarly, the F1 score, precision, and recall of 
DNN-MHE have improved by 3 to 5 percent-
age points compared to RNN, CNN, and MLP. 
Especially, the precision of DNN-MHE is about 
7 percentage points higher than MLP, and its 
recall is about 8 percentage points higher than 
RNN and about 11 percentage points higher 
than MLP. It is worth noting that when training 
DNN-MHE, the loss function can converge. As 
can be seen from Figure 3, when the number 
of iterations reaches 150, the training loss has 
basically converged.

Table 3. Comparative analysis of DNN-MHE with other methods on the collected dataset.

Method\Metric Accuracy F1 score Precision Recall

RNN 95.99% 96.38% 93.35% 89.44%

CNN 95.64% 96.68% 96.67% 94.69%

MLP 96.20% 89.48% 92.62% 86.89%

DNN-MHE 99.46% 98.57% 99.70% 97.50%

Table 4. Validation results of DNN-MHE on basic and cognitive information.

Type Accuracy F1 score Precision Recall

Basic information 89.13% 47.13% 44.57% 50.00%

Cognitive information 97.83% 94.39% 94.39% 94.39%

Basic + cognitive information 99.46% 98.57% 99.70% 97.50%

Figure 3. Variation curve of loss on the training set (left) and test set (right) with the number of iterations.
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and 94.40% to 99.73% and 94.68%, and finally 
to 100.00% and 97.13%. On the other hand, as 
shown in Table 7, when the number of iterations 
for training and validation remains constant, 
with the increase in the number of layers, the 
accuracy scores of DNN-MHE on the training 
and test datasets might either decrease (e.g., 
when iterations=50) or increase (e.g., when it-
erations=250). This suggests that with relatively 
simple data, deeper network architectures might 
lead to overfitting. This could result in a decline 

in performance. Therefore, in the selection of 
the number of layers for DNN-MHE, choosing 
a network architecture with four hidden layers 
proved most effective. When the number of lay-
ers remains constant, as observed in Table 7, the 
performance of DNN-MHE typically improves 
with the increase in iterations. For example, 
when the number of layers is 7, the accuracy 
scores on the training and test sets change from 
98.63% and 93.17% to 99.86% and 96.72%, and 
finally to 100.00% and 97.27%.

DNN-MHE on training and test sets with the 
change in sample size are plotted. As shown in 
Figure 6, with the increase in sampling points, 
both train_scores_mean and validation_scores_
mean keep rising. Once the number of sampling 
points reaches a certain threshold, the perfor-
mance of the model approaches a plateau.

Figure 6. Trend of the DNN-MHE model scores on the 
training set and test set with changes in the number of 

sampled samples.

Moreover, the performance of neural networks 
is also influenced by the number of layers in the 
network, the number of neurons in each layer, 
and the number of iterations. Several experi-
ments were conducted to validate the effect of 
these three factors on DNN-MHE. The results, 
as shown in Table 6 and Table 7, indicate that 
DNN-MHE is influenced by all three factors, 
and the impact does not follow a single trend. 
Specifically, on one hand, as shown in Table 6, 
when the number of neurons per layer remains 
constant, and as the number of layers in the net-
work architecture increases, the accuracy scores 
of DNN-MHE on both the training and test data-
sets generally present a trend of first increasing 
and then decreasing. For instance, when the num-
ber of neurons is 40, with the increase in layers, 
the accuracy scores on the training and test sets 
rise from 98.50% and 96.99% to 99.32% and 
97.81%, and then drop to 97.95% and 92.77%. 
When the number of layers remains constant, 
with the increase in the number of neurons per 
layer, the accuracy scores on both datasets grad-
ually increase. For example, when the number 
of layers is 9, the accuracy scores of DNN-MHE 
on the training and test sets change from 89.89% 

To validate the trend of DNN-MHE scores on 
the training set and test set with changes in the 
number of neurons per layer, the number of 
neurons in each layer is set to different values to 
verify the scoring of DNN-MHE. As seen from 
Figure 5, the model score on the training set 
continuously increases with the increase in the 
number of iterations. The model score of DNN-
MHE on the test set fluctuates significantly. 
This suggests that an increase in the number of 
neurons in each layer does not necessarily lead 
to an increase in model score, and a decline is 
also possible.

Figure 5. Trend of the DNN-MHE model scores on the 
training set and test set with changes in the number of 

neurons per layer.

4.3. Ablation Experiment

As is widely known, the performance of neural 
networks is influenced by the amount of data. 
To validate the performance of DNN-MHE on 
datasets of different sizes, the training dataset 
is proportionally divided into 10 parts for ver-
ification. As can be observed from Table 5, as 
the number of sampling points increases, both 
the mean of train scores (train_scores_mean) 
and the mean of validation scores (validation_
scores_mean) continuously rise, while the stan-
dard deviation of train scores (train_scores_std) 
and the standard deviation of validation scores 
(validation_scores_std) roughly decrease. This 
indicates that the performance of the model 
is directly proportional to the number of sam-
pling points. To understand the change in mod-
el performance with the variation of sampling 
points more visually, the trends of scores of 

Table 5. Mean scores and standard deviations of DNN-MHE on training and test sets  
with variations in the number of sampling points.
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Table 6. Scores of DNN-MHE on the training and test sets with varying network depths and  
number of neurons per layer.

Layers\ 
Neurons 20 40 60 80 100 120 140 160 180

2

98.09% 98.50% 98.63% 98.77% 99.32% 98.63% 98.63% 98.91% 99.59%

97.13% 96.99% 95.77% 96.86% 96.86% 96.58% 97.13% 96.18% 96.72%

3

98.22% 99.59% 99.45% 98.91% 98.91% 99.32% 99.45% 99.59% 99.18%

95.90% 97.00% 96.72% 96.86% 96.59% 96.72% 97.40% 97.13% 97.27%

4

99.18% 98.77% 99.04% 99.32% 99.86% 99.86% 99.86% 99.86% 100.00%

94.26% 96.58% 96.59% 97.13% 96.99% 97.54% 96.86% 96.86% 97.13%

5

97.54% 99.32% 99.86% 99.73% 99.86% 99.86% 100.00% 99.73% 99.86%

95.35% 97.81% 96.45% 97.54% 96.86% 97.40% 97.40% 97.13% 97.81%

6

95.77% 99.59% 99.73% 99.86% 100.00% 100.00% 100.00% 100.00% 100.00%

97.00% 97.68% 96.99% 95.77% 97.41% 97.13% 97.13% 97.13% 97.27%

7

98.63% 99.32% 99.86% 99.73% 99.86% 100.00% 100.00% 100.00% 100.00%

93.17% 97.41% 96.72% 97.13% 96.72% 96.99% 97.00% 96.72% 97.27%

8

99.45% 99.45% 99.86% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%

91.94% 96.45% 96.58% 97.82% 96.31% 97.54% 97.68% 97.40% 97.54%

9

89.89% 96.72% 99.73% 99.86% 100.00% 100.00% 100.00% 100.00% 100.00%

94.40% 94.67% 94.68% 97.68% 96.86% 97.00% 97.81% 97.54% 97.13%

10

98.09% 97.95% 89.89% 100.00% 100.00% 100.00% 100.00% 99.86% 100.00%

91.40% 92.77% 96.58% 97.81% 95.63% 97.95% 96.86% 97.40% 96.72%

Table 7. Scores of DNN-MHE on the training and test sets with varying network depths and  
number of iterations.

Layers\ 
Iterations 50 100 150 200 250 300 350 400 450

2

94.54% 97.40% 98.22% 98.36% 98.91% 99.18% 99.45% 99.32% 99.32%

91.67% 95.77% 96.45% 96.99% 96.45% 97.13% 96.72% 96.99% 96.72%

3

95.77% 94.40% 97.95% 98.22% 98.50% 99.32% 99.32% 99.59% 99.86%

90.30% 95.90% 96.99% 97.13% 97.00% 96.72% 96.72% 97.00% 96.72%

4

90.98% 97.27% 98.22% 98.09% 99.45% 99.86% 100.00% 100.00% 99.73%

89.89% 95.08% 96.99% 96.45% 96.58% 96.59% 96.72% 97.54% 97.54%

5

89.89% 96.45% 98.36% 99.73% 100.00% 99.45% 99.86% 100.00% 100.00%

89.89% 91.94% 96.18% 96.86% 97.27% 96.45% 97.00% 96.99% 97.40%

6

90.57% 91.39% 98.77% 99.32% 99.86% 100.00% 100.00% 100.00% 100.00%

89.89% 90.71% 93.71% 95.90% 97.54% 97.13% 97.00% 97.81% 96.99%

7

89.89% 97.13% 99.18% 98.36% 99.86% 99.86% 99.86% 100.00% 100.00%

89.89% 91.66% 96.31% 96.04% 97.13% 97.41% 96.99% 97.68% 96.72%

8

89.89% 90.57% 92.35% 99.04% 99.86% 100.00% 100.00% 100.00% 100.00%

89.89% 89.89% 92.48% 95.50% 97.54% 97.27% 97.54% 97.27% 97.00%

9

89.89% 97.13% 98.36% 98.77% 100.00% 100.00% 99.86% 100.00% 100.00%

89.89% 89.89% 90.03% 93.17% 97.54% 97.81% 97.40% 96.99% 97.68%

10

89.89% 89.89% 97.54% 99.45% 99.59% 100.00% 99.86% 100.00% 99.86%

89.89% 89.89% 90.30% 91.12% 97.27% 97.13% 97.27% 96.73% 97.54%
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Table 6. Scores of DNN-MHE on the training and test sets with varying network depths and  
number of neurons per layer.

Layers\ 
Neurons 20 40 60 80 100 120 140 160 180

2

98.09% 98.50% 98.63% 98.77% 99.32% 98.63% 98.63% 98.91% 99.59%

97.13% 96.99% 95.77% 96.86% 96.86% 96.58% 97.13% 96.18% 96.72%

3

98.22% 99.59% 99.45% 98.91% 98.91% 99.32% 99.45% 99.59% 99.18%
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6
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7
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8
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9
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94.40% 94.67% 94.68% 97.68% 96.86% 97.00% 97.81% 97.54% 97.13%
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91.40% 92.77% 96.58% 97.81% 95.63% 97.95% 96.86% 97.40% 96.72%
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5

89.89% 96.45% 98.36% 99.73% 100.00% 99.45% 99.86% 100.00% 100.00%
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5. Conclusion and Policy  
Recommendations

In conclusion, the proposed DNN-MHE mod-
el provides an innovative approach for evalu-
ating mental health education outcomes. Key 
results show that DNN-MHE attains over 99% 
accuracy in predicting metrics like knowledge, 
attitudes, and behaviors from the survey data. 
Comparisons demonstrate clear improvements 
over the existing neural network models. Ab-
lation experiments further verify the model's 
robustness to variations in training parameters 
and data samples. This research has meaningful 
real-world applications by enabling universities 
to accurately and efficiently assess their men-
tal health programs. Future work can explore 
model optimizations and extensions to other 
education domains. Overall, DNN-MHE is a 
valuable contribution towards data-driven tools 
for enhancing mental health education and stu-
dent wellbeing.

References

[1] G. A. H. Benjamin et al., "The Role of Legal 
Education in Producing Psychological Distress 
Among Law Students and Lawyers", American 
Bar Foundation Research Journal, vol. 11., no. 
2, 1986.
https://doi.org/10.1111/j.1747-4469.1986.tb00240.x

[2] Y. LeCun et al., ''Deep Learning'', Nature vol. 
521, no. 7553, pp. 436–444, 2015.
https://doi.org/10.1038/nature14539

[3] A. Krizhevsky et al., ''Imagenet Classification 
with Deep Convolutional Neural Networks'', 
Advances in Neural Information Processing Sys-
tems, vol. 25, pp. 1–9, 2012.
https://doi.org/10.1145/3065386

[4] K. Simonyan and A. Zisserman, ''Very Deep Con-
volutional Networks for Large-scale Image Rec-
ognition'', arXiv preprint arXiv:1409.1556, 2014.
https://doi.org/10.48550/arXiv.1409.1556

[5] K. He et al., ''Deep Residual Learning for Image 
Recognition'', in Proceedings of the IEEE Con-
ference on Computer Vision and Pattern Recog-
nition, pp. 770–778, 2016.
https://doi.org/10.48550/arXiv.1512.03385

[6] A. Vaswani et al., ''Attention is All You Need'', 
Advances in Neural Information Processing Sys-
tems, vol. 30, pp. 1–11, 2017.
https://doi.org/10.48550/ARXIV.1706.03762

[7] E. Monther et al., "Mobile English Language 
Learning (MELL): A Literature Review", Educa-
tional Review, vol. 7, pp. 1–19, 2019.
https://doi.org/10.1080/00131911.2017.1382445

[8] P. Li and F. Liang, ''An Assessment and Analysis 
Model of Psychological Health of College Stu-
dents Based on Convolutional Neural Networks'', 
Computational Intelligence and Neuroscience, 
vol. 2022, pp. 1–10, 2022.
https://doi.org/10.1155/2022/7586918

[9] C. Wang and Y. An, ''Mental Health Education in 
Primary and Secondary Schools Based on Deep 
Learning'', Journal of Sensors, vol. 2022, pp. 1–6, 
2022. 
https://doi.org/10.1155/2022/9672254

[10] Md. A. M. Pranto et al., "A Comprehensive Mod-
el to Monitor Mental Health based on Federated 
Learning and Deep Learning", in Proc. of the 
2021 IEEE International Conference on Signal 
Processing, Information, Communication & Sys-
tems (SPICSCON), vol. 2021, 2021, pp. 1–4. 
https://doi.org/10.1109/SPICSCON54707.2021.9885430

[11] S. Joyce et al., "Workplace Interventions for 
Common Mental Disorders: A Systematic Me-
tareview'', Psychological Medicine, vol. 46, pp. 
1–14, 2016. 
https://doi.org/10.1017/S0033291715002408

[12] F. Ma, and H. Li, ''Online Painting Image Cluster-
ing for the Mental Health of College Art Students 
Based on Improved CNN and SMOTE'', PeerJ 
Computer Science, vol. 9, p. e1462, 2023.
https://doi.org/10.7717/peerj-cs.1462

[13] P. Huang, ''A Mental Disorder Prediction Model 
with the Ability of Deep Information Expression 
Using Convolution Neural Networks Technolo-
gy'', Scientific Programming, vol. 2022, pp. 1–8, 
2022.
https://doi.org/10.1155/2022/4664102

[14] S. Yao, ''Construction of Relationship Model 
Between College Students' Psychological Status 
and Epidemic Situation Based on BP Neural Net-
work'', Computational Intelligence and Neurosci-
ence, vol. 2022, pp. 1–11, 2022. 
https://doi.org/10.1155/2022/5115432

[15] J. Chen et al., ''Predict the Effect of Meteorolog-
ical Factors on Haze Using BP Neural Network'', 
Urban Climate, vol. 51, p. 101630, 2023.
https://doi.org/10.1016/j.uclim.2023.101630

[16] S. Sögüt et al., ''The Relationship Between 
COVID‐19 Knowledge Levels and Anxiety States 
of Midwifery Students During the Outbreak: A 
Cross‐sectional Web‐based Survey'', Perspectives 
in Psychiatric Care, vol. 57, no. 1, p. 246, 2021.
https://doi.org/0.1111/ppc.12555

https://doi.org/10.1016/j.jksuci.2019.06.012
https://doi.org/10.1016/j.compbiomed.2019.103375
https://doi.org/10.38094/jastt1224
https://doi.org/10.1109/TKDE.2019.2912815
https://doi.org/10.1016/j.jeconom.2022.04.007
https://doi.org/10.1109/JBHI.2019.2926407
https://doi.org/10.1016/j.ridd.2019.103426
https://doi.org/10.1016/j.jbusres.2019.07.039
https://doi.org/10.1016/j.jbusres.2019.07.039
https://doi.org/10.4103/sja.sja_163_21
https://doi.org/10.5772/intechopen.85731
https://doi.org/10.1137/20M1314884
https://doi.org/10.1017/S1049023X21000649
https://doi.org/110.18653/v1/2020.eval4nlp-1.9
https://doi.org/10.1186/s12864-019-6413-7
https://doi.org/110.1109/ICSSIT48917.2020.9214160
https://doi.org/10.1111/j.1747-4469.1986.tb00240.x
https://doi.org/10.1038/nature14539
https://doi.org/10.1145/3065386
https://doi.org/10.48550/arXiv.1409.1556
https://doi.org/10.48550/arXiv.1512.03385
https://doi.org/10.48550/ARXIV.1706.03762
https://doi.org/10.1080/00131911.2017.1382445
https://doi.org/10.1155/2022/7586918
https://doi.org/10.1155/2022/9672254
https://doi.org/10.1109/SPICSCON54707.2021.9885430
https://doi.org/10.7717/peerj-cs.1462
https://doi.org/10.1155/2022/4664102
https://doi.org/10.1155/2022/5115432
https://doi.org/10.1016/j.uclim.2023.101630
https://doi.org/0.1111/ppc.12555


70 71J. Luo and S. Deng Evaluation Model of the Mental Health Education Effectiveness Based on Deep Neural Networks

[17] U. M. Khaire and R. Dhanalakshmi, ''Stability of 
Feature Selection Algorithm: A Review'', Journal 
of King Saud University-Computer and Infor-
mation Sciences, vol. 34, no. 4, pp. 1060–1073, 
2022.
https://doi.org/10.1016/j.jksuci.2019.06.012

[18] B. Remeseiro and V. Bolon-Canedo, ''A Review 
of Feature Selection Methods in Medical Appli-
cations'', Computers in Biology and Medicine, 
vol. 112, p. 103375, 2019.
https://doi.org/10.1016/j.compbiomed.2019.103375

[19] R. Zebari et al., ''A Comprehensive Review of 
Dimensionality Reduction Techniques for Fea-
ture Selection and Feature Extraction'', Journal of 
Applied Science and Technology Trends, vol. 1, 
no. 2, pp. 56–70, 2020.
https://doi.org/10.38094/jastt1224

[20] T.-T. Wong and P.-Y. Yeh, ''Reliable Accuracy 
Estimates from k-fold Cross Validation'', IEEE 
Transactions on Knowledge and Data Engineer-
ing, vol. 32, no. 8, pp. 1586–1594, 2019.
https://doi.org/10.1109/TKDE.2019.2912815

[21] X. Zhang and C.-A. Liu, ''Model Averaging Pre-
diction by K-fold Cross-validation'', Journal 
of Econometrics, vol. 235, no. 1, pp. 280–301, 
2023.
https://doi.org/10.1016/j.jeconom.2022.04.007

[22] A. Arsalan et al., ''Classification of Perceived 
Mental Stress Using a Commercially Available 
EEG Headband'', IEEE Journal of Biomed-
ical and Health Informatics, vol. 23, no. 6, pp. 
2257–2264, 2019.
https://doi.org/10.1109/JBHI.2019.2926407

[23] F. Verberg et al., ''Mindset and Perseverance of 
Adolescents with Intellectual Disabilities: As-
sociations with Empowerment, Mental Health 
Problems, and Self-esteem'', Research in Devel-
opmental Disabilities, vol. 91, p. 103426, 2019.
https://doi.org/10.1016/j.ridd.2019.103426

[24] A. L. Conner et al., ''Americans' Health Mindsets: 
Content, Cultural Patterning, and Associations 
with Physical and Mental Health'', Annals of Be-
havioral Medicine, vol. 53, no. 4, pp. 321–332, 
2019.
https://doi.org/10.1016/j.jbusres.2019.07.039

[25] H. Snyder, ''Literature Review as a Research 
Methodology: An Overview and Guidelines'', 
Journal of Business Research, vol. 104, pp. 
333–339, 2019.
https://doi.org/10.1016/j.jbusres.2019.07.039

[26] H. Sharma, ''How Short or Long Should Be a 
Questionnaire for Any Research? Researchers 
Dilemma in Deciding the Appropriate Question-
naire Length'', Saudi Journal of Anaesthesia, vol. 
16, no. 1, p. 65, 2022.
https://doi.org/10.4103/sja.sja_163_21

[27] K. J. Sileyew, ''Research Design and Methodolo-
gy'', Cyberspace, vol. 2022, pp. 1–12, 2019.
https://doi.org/10.5772/intechopen.85731

[28] R. Vershynin, ''Memory Capacity of Neural Net-
works with Threshold and Rectified Linear Unit 
Activations'', SIAM Journal on Mathematics of 
Data Science, vol. 2, no. 4, pp. 1004–1033, 2020.
https://doi.org/10.1137/20M1314884

[29] S. J. Stratton, ''Population Research: Convenience 
Sampling Strategies'', Prehospital and Disaster 
Medicine, vol. 36, no. 4, pp. 373–374, 2021.
https://doi.org/10.1017/S1049023X21000649

[30] R. Yacouby and D. Axman, ''Probabilistic Exten-
sion of Precision, Recall, and F1 Score for More 
Thorough Evaluation of Classification Models'', 
in Proceedings of the 1st Workshop on Evaluation 
and Comparison of NLP Systems, vol. 2020, pp. 
1–13, 2020.
https://doi.org/110.18653/v1/2020.eval4nlp-1.9

[31] D. Chicco and G. Jurman, ''The Advantages of the 
Matthews Correlation Coefficient (MCC) over 
F1 Score and Accuracy in Binary Classification 
Evaluation'', BMC Genomics, vol. 21, no. 1, pp. 
1–13, 2020.
https://doi.org/10.1186/s12864-019-6413-7

[32] VN G. Raju et al., ''Study the Influence of Nor-
malization/transformation Process on the Accu-
racy of Supervised Classification'', in Proceed-
ings of the 2020 3rd International Conference on 
Smart Systems and Inventive Technology (ICS-
SIT). IEEE, vol. 2020, 2020, pp. 1–7.
https://doi.org/110.1109/ICSSIT48917.2020.9214160

[33] Q.-Q. Zhou et al., ''Automatic Detection and 
Classification of Rib Fractures on Thoracic CT 
Using Convolutional Neural Network: Accuracy 
and Feasibility'', Korean Journal of Radiology, 
vol. 21, no. 7, p. 869, 2020.

Received: October 2023 
Revised: October 2023 

Accepted: October 2023

5. Conclusion and Policy  
Recommendations

In conclusion, the proposed DNN-MHE mod-
el provides an innovative approach for evalu-
ating mental health education outcomes. Key 
results show that DNN-MHE attains over 99% 
accuracy in predicting metrics like knowledge, 
attitudes, and behaviors from the survey data. 
Comparisons demonstrate clear improvements 
over the existing neural network models. Ab-
lation experiments further verify the model's 
robustness to variations in training parameters 
and data samples. This research has meaningful 
real-world applications by enabling universities 
to accurately and efficiently assess their men-
tal health programs. Future work can explore 
model optimizations and extensions to other 
education domains. Overall, DNN-MHE is a 
valuable contribution towards data-driven tools 
for enhancing mental health education and stu-
dent wellbeing.
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