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This paper introduces a comprehensive framework 
for the point cloud processing of traditional build-
ings. The framework includes segmentation using the 
RANSAC algorithm and distributed storage based on 
a fuzzy weighting approach. The methodology em-
ploys a height threshold parameter for segmentation 
to extract building structural elements effectively. 
Furthermore, an interactive access control model dis-
tributes tasks across nodes to achieve load balancing 
during point cloud matching and analysis. Experimen-
tal results demonstrate segmentation accuracy exceed-
ing 99% and alignment time reduction to 967 ms for 
point cloud models. The distributed computation effi-
ciency reaches 0.8, outperforming conventional meth-
ods. The proposed techniques enable accurate dimen-
sional capture, efficient data storage, and information 
extraction from traditional buildings to support digital 
preservation.

ACM CCS (2012) Classification: Artificial intelligence 
→ Computer Vision → Computer vision problems 
Computer systems organization → Architectures → 
Distributed architectures

Keywords: RANSAC algorithm, Point cloud segmenta-
tion, Gaussian filtering, 3D NDT, Ancient architecture

1. Introduction

Chinese traditional architecture serves as a 
testament to the nation's historical evolution, 
encapsulating its economic, political, and cul-
tural growth. Beyond their architectural and 
artistic significance, these structures hold pro-
found historical, scientific, and societal value 
[1]. However, the vulnerability of these ancient 
buildings to environmental elements like water, 
fire, ice, and natural decay, coupled with the 

limitations of traditional conservation methods, 
has jeopardized their integrity and security. 
Efforts to preserve and restore historically sig-
nificant structures have been ongoing due to 
their importance and fragility. Despite accumu-
lating extensive experience in this field, the pre-
dominant use of paper-based records and books 
for documentation poses significant challenges. 
These mediums are susceptible to damage, oc-
cupy considerable space, and demand substan-
tial resources for maintenance, thereby imped-
ing efficiency in storage and access to critical 
information [2–3].
Moreover, the rapid pace of China's economic 
and social development, especially the surge in 
urbanization, new rural development, and tour-
ism, has heightened the threat to these ancient 
edifices. The prevailing reliance on traditional 
measurement techniques and manual documen-
tation, largely through text and hand-drawn 
forms, not only proves inefficient and time-con-
suming but also fails to ensure the accuracy and 
preservation of architectural archives.
The advent of digital technology presents a 
promising solution to these challenges. Em-
bracing digital technology offers multifacet-
ed advantages. It enables comprehensive data 
collection and excavation, furnishing a robust 
foundation for informed decision-making in 
safeguarding ancient structures. Additionally, 
digital tools facilitate swift and precise infor-
mation retrieval, significantly enhancing the ef-
ficiency of architectural data management.
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Digital technology encompasses a spectrum of 
electronic computing facets, including big data, 
cloud computing, the Internet of Things, block-
chain, and artificial intelligence. Each facet 
plays a distinctive role in preserving ancient 
buildings. Traditionally, measurements were 
conducted manually, often resulting in limit-
ed and cumbersome data management. Recent 
technological advancements offer alternatives 
that surpass single-point measurements. Meth-
ods such as total stations and leveling instru-
ments transcend the limitations of traditional 
approaches. Nonetheless, these methods still 
pose challenges in terms of data accuracy and 
ease of management [4–5].
As the digital archiving of ancient buildings 
progresses, extracting implicit information 
from these structures has become a challeng-
ing aspect of their preservation. Extracting de-
formation data from point cloud information 
offers an efficient method to acquire accurate 
and reliable support data for conserving and 
restoring historical buildings. This approach is 
particularly valuable for assessing load-bearing 
structures like bases and columns [6]. 
Scholars researching digital archiving and con-
servation of ancient buildings, multi-source 3D 
model data fusion methods, cultural informa-
tion extraction methods, and salvage informa-
tion extraction methods, have achieved notable 
results. These fruitful research outcomes not 
only guide the conservation and restoration ef-
forts for ancient buildings but also contribute 
valuable experience for future investigations 
across various topics [7–8]. However, current 
research still faces obstacles such as incomplete 
access to comprehensive information regarding 
ancient buildings, the need for comprehensive 
results in digital archiving, and insufficient ex-
ploration of the fusion of 3D data from multiple 
sources, cultural information extraction, and 
the analysis of salvage information detection 
pertaining to ancient buildings.
Furthermore, the process of acquiring point 
cloud data for traditional buildings presents 
challenges as the data volume and computa-
tional requirements dramatically increase. It 
becomes increasingly complex to achieve a si-
multaneous linear expansion of calculation and 
storage capacity. Currently, the solution often 
involves purchasing additional storage devices 

[9]. However, solely upgrading storage presents 
difficulties in unified device management. Mul-
tiple individuals accessing the data can give rise 
to security risks and significant cost escalation. 
To address these challenges, a distributed in-
telligent control system can distribute the col-
lected point cloud data to individual intelligent 
nodes for processing [10–12]. This system dy-
namically assigns tasks to different nodes based 
on factors such as computing resources, storage 
capacity, and processing capability, ensuring 
load balancing and efficient data processing. 
The exchange and collaboration of different 
data facilitate the fusion of point cloud data 
[13–14]. Distributed intelligent control systems 
facilitate operations such as data transfer, shar-
ing of computation results, and collaborative 
processing among nodes through reliable com-
munication mechanisms and protocols. 
Traditional distributed storage methods for 
large-scale unstructured data primarily include 
NoSQL-based methods [15], Spark-based meth-
ods [16], and methods based on information 
dispersion algorithms [17]. These approaches 
are designed to achieve distributed storage of 
large-scale unstructured data by extracting fea-
ture quantities, performing clustering analysis 
through correlation information, and employing 
compression-aware techniques. However, these 
traditional methods often lack self-adaptability 
in the distributed storage of unstructured data 
and suffer from low data compression accura-
cy, high storage overhead, and suboptimal data 
storage performance, particularly over extend-
ed storage durations.
This paper aims to enhance the distributed stor-
age of extensive unstructured data by devel-
oping methods that exhibit self-adaptability, 
improve data compression accuracy, minimize 
storage overhead, and optimize performance, 
especially for prolonged storage periods. The 
paper makes significant contributions in the 
following areas:
1. Operation system design and scheduling 

algorithm based on distributed heteroge-
neous processes. This innovative approach 
enhances operational efficiency and reduc-
es costs by considering multiple perspec-
tives. The design of the system incorpo-
rates improvements in operation modes, 
efficiency, and cost reduction.
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tion with wall extraction processes. As a result, 
ongoing research converting 3D point clouds 
into floor plans has primarily focused on gener-
ating wall lines, overlooking the critical task of 
pinpointing the exact locations of openings like 
doors and windows. Furthermore, there exists a 
dearth of efficient algorithms that unify the ex-
traction of walls, doors, and windows, thereby 
streamlining the overall process.
Kuang et al. [24] introduced a novel approach 
for extracting image information, which auto-
matically retrieves the necessary image details 
from point cloud data. The feasibility of this 
method was verified across various point cloud 
data objects, leading to the development of an 
automated extraction toolkit. On a similar note, 
Griffiths [25] proposed a processing method to 
classify and filter point cloud data, segregating 
sound and vegetation data based on their di-
mensions and rupture areas. 
Currently, most scholars primarily concentrate 
on classifying or extracting 3D dimensional in-
formation such as building outlines, facades, 
and windows and doors, with limited research 
on categorizing and extracting cultural infor-
mation from ancient structures. Through the 
research and practice of this system, some re-
searchers have proposed that it can be trans-
formed into relevant design application research 
in other art design fields, which has important 
practical significance for the future expansion 
of virtual reality space [26]. 
One of the most important issues in ancient ar-
chitecture is the management of ancient build-
ings in order to monitor their conservation sta-
tus or plan their maintenance actions. Thanks 
to the Scan-to-BIM process, this issue can now 
be resolved. This approach allows the creation 
of parametric models in a BIM environment, 
enabling enhanced geometric representation 
of build elements and integration of different 
types of data [27]. 
To facilitate a more convenient and expeditious 
acquisition of building features, most building 
extraction methods based on target features em-
ploy point cloud rasterization [28]. The point 
cloud is transformed into a Digital Surface 
Mode with a 2m interval through interpola-
tion, as demonstrated by Guo et al. [29]. Sub-
sequently, the ground model is derived from 
the DSM model, and both models are analyzed 

2. Introduction of a RANSAC algorithm with 
a designated threshold for height parame-
ter segmentation. This algorithm analyzes 
and tests the collected point cloud data, re-
sulting in an enhanced segmentation mod-
el. The inclusion of the specified threshold 
improves both the completeness of the 
segmentation and the running time of the 
algorithm.

2. Related Works

The 3D laser scanning technology enables ac-
curate acquisition of indoor spatial information 
[18], and the point cloud data obtained from it 
has recently been explored for its applicability 
in generating architectural floor plans. Oesau 
[19] utilized a point cloud density histogram 
to segment the point cloud of walls, employ-
ing the Hough transform to extract straight lines 
from the binary representation of the wall lines. 
Subsequently, the obtained wall lines were su-
perimposed onto the original map, resulting in 
the final depiction of building walls. 
In a similar vein, Yang [20] employed robust 
Principal Component Analysis (PCA) to com-
pute the normal vectors of the point cloud, 
thereby extracting the boundaries of the walls 
to construct the interior floor plan. The study 
mainly concentrated on reducing noise and ex-
tracting wall line data from indoor point cloud 
information. However, they overlooked inte-
grating location data associated with door and 
window openings. To address this, Zhou et al. 
[21] captured 2D images from the 3D point 
cloud model through photography, obtained 
an approximate range of doors and windows, 
and subsequently mapped this information back 
to the 3D point cloud [22]. By extracting con-
tour lines from the localized point cloud data, 
the location information of door and window 
feature corner points was determined. Verbree 
[23] explored the integration of point cloud and 
SLAM-based laser scanner trajectories, identi-
fying doors based on local minimum vertical 
distances. This feature was then applied to par-
tition the subspace according to the location of 
the doors. 
While these methods effectively detect door 
and window elements in 3D point cloud mod-
els, their complexity hinders seamless integra-
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using Laplace's algorithm and the pixel neigh-
borhood-based boundary tracking algorithm to 
extract building information.
Similarly, Rückert [30] and Zhang [31] employ 
rasterization operations to convert point cloud 
data into regular grid images of varying reso-
lutions. Bao et al. [32] explore building distri-
bution through Gaussian kernel functions for 
building detection. Furthermore, Paiva et al. 
[33] employ the Watershed algorithm in dig-
ital image processing on regular grid images. 
This involves combining features such as high-
er elevation and distinct spectral characteristics 
from vegetation to facilitate the extraction of 
building point cloud data. A point cloud refers 
to a collection of points that depict the spatial 
distribution of a specific target within the same 
spatial reference system. 
Various techniques, such as contact scanners, 
LIDAR, structured light, and triangulation, 
are employed to acquire point clouds. Conse-
quently, it becomes crucial to employ suitable 
algorithms for background removal from the 
acquired 3D point cloud data. Yuan et al. [34] 
proposed a method that combines the region 
growth algorithm with the RANSAC algo-
rithm, aiming to enhance the accuracy of seg-
mentation in complex scenes. In a similar vein, 
Li et al. [35] initiated their approach based 
on the point cloud's normal vector. They em-
ployed the point normal equation to estimate 
the local plane by iteratively refining the plane 
segmentation through the angle of the normal 
vector as the weight. Zhao et al. [36], on the 
other hand, utilized local radial basis functions 
to calculate the curvature of the point cloud 
using RANSAC. They selected the point with 
the minimum curvature as the initial seed point, 
thereby improving the efficiency of point cloud 
segmentation. 
However, their approach does not effectively 
segment the detailed location of the target. Ras-
terization for grid images, while aiding visual-
ization and processing, risks information loss 
due to discretization, potentially compromising 
the accuracy of the original point cloud repre-
sentation. Methods like Gaussian kernel func-
tions heavily rely on parameter selection and 
may struggle with irregular building shapes, 
affecting the precision of detection. Algorithms 
such as the Watershed method could suffer from 

reduced performance when dealing with noise 
or ambiguous gradient information, impacting 
segmentation quality. 
Approaches integrating RANSAC or normal 
vector-based segmentation might face chal-
lenges in scenes with high density or noisy data, 
potentially reducing accuracy. Similarly, em-
ploying radial basis functions for curvature cal-
culation and seed point selection might encoun-
ter limitations in complex surface structures, 
affecting the segmentation efficiency. While 
many point cloud segmentation algorithms 
have reached a certain level of maturity, there 
is still room for improvement in their effective-
ness across diverse scenarios. Most of these 
improvements rely on information such as the 
normal vector and curvature of the point cloud, 
which can potentially result in under-segmenta-
tion or over-segmentation.

3. Model Design

3.1. Point Cloud Segmentation

Initially, the raw point cloud data is downs-
ampled to reduce the data transfer rate or data 
size, and voxel filters are used to preserve the 
shape characteristics while reducing the overall 
point count. The process involves utilizing the 
RANSAC algorithm to fit a plane, computing 
distances between points and the plane, assess-
ing the deviation between the model and ad-
ditional data, and filtering out data that meets 
specific threshold criteria for parameter esti-
mation. Points exceeding the defined threshold 
range are then eliminated from the point cloud. 
Finally, the Gaussian filter is used to further de-
noise the segmented point cloud, and the final 
result is obtained. The entire segmentation pro-
cess is shown in Figure 1.
The RANSAC (Random Sample Consensus) 
algorithm, as an iterative method for estimat-
ing model parameters from data containing 
outliers, operates based on the following prin-
ciples. Initially, a minimal number of elements 
required to form a mathematical model is ran-
domly selected from the input point cloud, and 
these elements are utilized to calculate the cor-
responding model's parameters. In the context 
of fitting a plane to a spatial point cloud using 
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the RANSAC algorithm, three randomly cho-
sen points from the cloud are used to define 
a plane. Subsequently, the distances between 
the remaining points and the plane are calcu-
lated, and a threshold is applied to determine 
whether the remaining points lie within the 
same plane. If a sufficient number of points are 
found to reside within the same plane, the set of 
points forming that plane is saved and marked 
as a match. The iteration continues, extracting 
the plane with the largest number of matching 
points until no further matches are found.
Assuming that the percentage of interior points 
in the data is t, the model is calculated using 
n points, iterating k and sampling outliers each 
time. The probability of collecting the correct n 
points to compute the correct model is:

P = 1 - (1 - t 
n

 )k.                  (1)

This formula essentially represents the likeli-
hood of obtaining the necessary n points after 
k iterations, given the interior point percentage 
t and the total number of points n. It quantifies 
the success rate of the iterative process in col-
lecting the correct data points.
Moreover, to determine the number of iter-
ations required (represented by k), an inverse 
calculation can be employed using the formula

log (1 )
log (1 )n

Pk
t

−
=

−
.
                     

(2)

To mitigate the impact of noise and outliers 
surrounding the sampled points on the seg-
mentation outcomes, an enhanced version of 
the RANSAC algorithm incorporates a Gauss-
ian function for filtering high-frequency noise 
points. This is achieved by utilizing Fourier 

Figure 1. Point cloud segmentation process.
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transform techniques to assign weights follow-
ing a Gaussian distribution within a specified 
region. 
Employing a statistical approach to noise re-
moval, the point cloud density is determined 
through statistical analysis of the point cloud 
data and the spacing between neighboring 
points. The density of the point cloud in prox-
imity to the sampled point is then utilized to 
assess the presence of noise. This algorithm is 
built upon the KD-Tree structure, which itera-
tively searches for k nearest neighbors for each 
point in the point cloud. 
The average Euclidean distance from the sam-
pled point to its k nearest neighbors is com-
puted, providing a measure of the average Eu-
clidean distance between the sampled points 
and their neighboring points. Given the set 
P = { pi (xi, yi, zi | i = 1, 2, ..., n)} as the original 
point cloud data, after performing a KD-Tree 
search, the dataset obtained is Pij ={ pi (xij, yij, 
zij | j = 1, 2, ..., k)}:

( ) ( ) ( )2 2 2

ij i ij i ij i
i

x x y y z z
d

k
− + − + −

=
    

(3)

( )2

1

n

i i
i

d d

n
σ =

−
=
∑

                     
 (4)

where di is the average distance of a point pi to 
its k neighborhood points, di

_
  is the mean value 

of di, σ is the standard deviation of di.
The distances of all points in the point cloud 
should form a Gaussian distribution, given the 
mean and variance, to achieve noise reduction.

3.2. Point Cloud Matching

The 3D Normal Distributions Transform 
(NDT) algorithm is employed to represent the 
observed point cloud as a Gaussian probability 
distribution and subsequently match it with an-
other point cloud [37]. The algorithm follows 
these steps:

1. The target point cloud model space is sub-
divided into uniformly sized cubes.

2. For each cube that contains at least 6 
points, the mean vector q and the covari-
ance matrix C are calculated based on the 
points within that cube:

1

1 n

k
k

q x
n =

= ∑
                      

(5)

( )( )
1

1
1

n
T

k k
k

C x q x q
n =

= − −
− ∑

       
 (6)

where xk is the number of points contained 
in the cube, and n is the number of points 
contained in the cube.

3. For each point in the cube xk, model the 
normal distribution N(q, C). The probabili-
ty density function of xk can be calculated, 
as shown in Formula (7).

( ) ( )11( ) exp
22 | |

Tx q C x q
p x

Cπ

− − −
= − 

      
(7)

A set of normal distributions {N( μ, Σ )} 
is used to represent the point cloud space, 
forming a segmented smooth spatial repre-
sentation.

4. Each point of the point cloud to be regis-
tered is transformed according to the trans-
formation matrix T (transform matrix), 
and the probability distribution function of 
the response is calculated according to the 
probability density distribution function of 
the cube where the point T(xi) lies:

0 1
R t

T  
=  
                         

(8)

where on the top left is the rotation matrix 
R, the upper right is the translation matrix 
(vector) t, the lower left is the scaling vec-
tor, and the lower right is 1.
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5. Multiply the response probability distribu-
tion of each point to be aligned as the trans-
fer matrix T as the fractional value of s( p).

( )
1

( )
n

i
i

s p p T x
=

 =  ∏
              

 (9)

6. The Hessian matrix method is used to find 
the optimal value of s( p).

Several techniques can be employed in the 
NDT algorithm to improve the efficiency of 
the matching process. First, the source point 
cloud is filtered within the NDT to reduce the 
data volume, thereby reducing the computa-
tional load. Second, if there is a significant 
disparity in orientation between the two point 
clouds, initializing an initial transformation 
matrix can enhance the alignment results. Set-
ting a rotation matrix can significantly reduce 
the angular difference between the two point 
cloud models, in particular. Furthermore, 
during the alignment process, certain param-
eters related to measurement accuracy need 
to be adjusted to fit the dataset. The primary 
objective of the coarse alignment is to swift-
ly reduce the distance between the two point 
clouds, focusing on achieving a substantial 

reduction in distance and minimizing the an-
gular disparity between the two models in the 
shortest possible time.

3.3. Data Fusion

Figure 2 illustrates the construction of an in-
teractive access control model for unstructured 
data, utilizing a fuzzy central weighting ap-
proach, where the steps of the model are ex-
plained as follows.
Based on the aforementioned interactive ac-
cess control model, the linear weighting control 
processing is conducted within unstructured 
data clusters. In this process, the calculation of 
weighting coefficients is essential.
The point cloud data was fused based on the fea-
ture extraction results to calculate the weighting 
coefficients. The feature space was subsequent-
ly divided, and the autocorrelation fusion clus-
tering analysis method was employed to obtain 
the distribution of the sample space.

0

1( )
( )

j

n jQ Y n dn
X n

= −∫                
(10)

Figure 2. Point cloud data storage process.
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The optimal storage of the data is achieved by 
reorganizing the individual structure informa-
tion of the large-scale unstructured point cloud 
data in accordance with the sample spatial dis-
tribution, thereby obtaining a fuzzy spatial dis-
tribution.

2

1
1

( 1) ( ) ( )j n j j
n

w n Q Y n Y n−
=

 + = + + ∑      
 (11)

Based on the data pre-processing results and the 
fuzzy spatial distribution, the expected value of 
the data storage space occupation is shown in 
Formula (12).

0

( 1)
j

j nw n dn Qη = + −∫
             

 (12)

Assuming wj (n) is the learning weight, the in-
tra-cluster density can be expressed using For-
mula (13):

1
( ) ( ) ( )

n

j jk j
j

n n w nθ θ η
=

= + ⋅∑
          

 (13)

where θjk (n) is the inter-class dissimilarity pa-
rameter. 
Combining the results of intra-cluster tightness 
calculation, the storage space capacity of large-
scale unstructured data is estimated, and the re-
sult can be calculated by Formula (14):

0

( )
j

T T
j jN q n dnθ= + ∫

               
 (14)

where qj
T denotes the amount of state character-

istics of the distribution within the cluster. On 
the basis of the stored spatial distribution re-
sults, the spatial grid clustering method is used 
to obtain the point cloud data storage results.

( ) ( )
2

T
j jRw n n N

η
θ= + ⋅

             
(15)

The pseudocode of the whole implementa-
tion is shown below, which provides the basic 
framework and functional description of each 
function. These functions and the main control 
flow provide a simple framework to better un-
derstand the structure of the whole flow.

import random
import numpy as np

def RANSAC_segmentation(point_cloud_data,  
threshold):
    segmented_points = []
    max_iterations = 1000
    min_inliers = 50
    best_model = None
    best_inliers = []

    for iteration in range(max_iterations):
        sample = randomly_select_sample(point_cloud_ 
        data)
        model = fit_plane_model(sample)  # Assuming  
        plane fitting as an example
        inliers = []

        for point in point_cloud_data:
            if distance(point, model) < threshold:
                inliers.append(point)

        if len(inliers) > min_inliers and  
        len(inliers) > len(best_inliers):
            best_model = model
            best_inliers = inliers

    segmented_points = best_inliers
    return segmented_points

def randomly_select_sample(point_cloud_data,  
sample_size=3):
    # Randomly select a sample of points from point 
    cloud data
    return random.sample(point_cloud_data,  
    sample_size)

def fit_plane_model(sample_points):
    # Fit a plane model to the given sample points using  
    least squares fitting
    # Assuming a plane equation: ax + by + cz + d = 0
    # Return the plane parameters (a, b, c, d) or the plane  
    equation
    # For simplicity, assuming numpy arrays for points
    points_matrix = np.array(sample_points)
    A = np.column_stack((points_matrix[:, 0],  
    points_matrix[:, 1], np.ones(len(sample_points))))
    plane_parameters = np.linalg.lstsq(A,  
    -points_matrix[:, 2], rcond=None)[0]
    return plane_parameters  # Assuming (a, b, c, d) for  
    plane equation

def distance(point, model):
    # Calculate the distance between a point and a plane  
    model
    # Assuming the plane model (a, b, c, d)
    return abs(model[0] * point[0] + model[1] *  
    point[1] + model[2] * point[2] + model[3]) /  
    np.sqrt(model[0]**2 + 
                model[1]**2 + model[2]**2)

Algorithm 1.
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4. Experiments

4.1. Experimental Settings

The data collection for this study was per-
formed using a ground-based 3D laser scanner, 
specifically the FARO® FocusS 70 Laser Scan-
ner. This scanner offers a positioning accuracy 
of 2 mm/10 m and an accuracy error within ±1 
mm, with a measurement speed of 1 ∙ 106 s-1. 
For data processing, the Python programming 
language was employed alongside the Open3D 
point cloud data processing library. This com-
bination facilitated the intelligent generation of 
building plans based on point cloud segmenta-
tion. 
The data acquisition frequency was set at 
120 Hz, with the sample data collected at a rate 
of 0.5 Hz. The data fusion clustering algorithm 
underwent 50 iterations, utilizing a discrimina-
tion threshold of 0.46 to distinguish between 
data attributes. These details provide a more 
comprehensive understanding of the equipment 
used, data acquisition frequency, processing 
tools, and specific parameter settings involved 
in the data acquisition and processing for this 
study.
The parameters of the RANSAC algorithm are 
set as follows. The maximum number of itera-
tions is set at 1000, 50 samples are randomly 
selected as sampling points in each iteration, 
the threshold is set at 0.1 to determine whether 
the data points are suitable for the model, and 
the stopping condition is 0.95 within the model 
confidence or error range. For the line fitting 
model, the initial slope and intercept need to be 
determined according to the characteristics of 
the data set.

4.2. Analysis of Results

In this study, three alignment algorithms were 
compared with the proposed algorithm, name-
ly Iterative Closest Point (ICP) [38], Normal 
Distributions Transform (NDT) [39], and Two-
Stage Iterative Closest Point (TICP) [40].
ICP is a classic point cloud registration algo-
rithm that minimizes the distance between two 
point clouds through iterative optimization. Its 
core idea is to align two point clouds to achieve 

the best spatial match. ICP performs well when 
the initial alignment for registration is poor or 
when noise is present.
The NDT algorithm models point clouds using 
Gaussian distribution functions and matches 
these functions to achieve registration. It is par-
ticularly suitable for point cloud data with sig-
nificant noise and incomplete information and 
exhibits better robustness in complex environ-
ments compared to ICP.
TICP is an improved version of ICP that en-
hances registration accuracy through a two-
stage iterative process. The first stage involves 
global searching and coarse alignment, while 
the second stage focuses on local optimization. 
This two-stage approach improves the efficien-
cy and accuracy of registration.
The alignment results, averaged over 50 itera-
tions, for these four algorithms are presented in 
Figures 3 and 4. These figures depict the align-
ment accuracy and alignment time achieved by 
each algorithm.
In terms of alignment accuracy within the same 
order of magnitude, several algorithms were 
compared. Among these algorithms, the ICP al-
gorithm was found to be the slowest in terms 
of computational speed. It was followed by the 
NDT algorithm, which exhibited slightly fast-
er alignment but lower accuracy. In contrast, 
the TICP algorithm showcased notable speed 
enhancements compared to the ICP algorithm 
while preserving a comparable level of align-
ment accuracy. This indicates that the TICP 
algorithm is a more efficient alternative to the 
traditional ICP algorithm, striking a balance be-
tween speed and accuracy.
However, the proposed algorithm surpassed all 
the other algorithms in terms of computational 
speed while maintaining consistent alignment 
accuracy. It outperformed the TICP algorithm 
by reducing the alignment time by more than 
half. This highlights the potential of the pro-
posed algorithm as a highly efficient solution 
for point cloud alignment tasks. Furthermore, 
when the two-point cloud models were far 
apart, all four algorithms exhibited alignment 
accuracy within the same order of magnitude 
and were roughly similar. This implies that re-
gardless of the algorithm used, the accuracy of 
alignment remains comparable when dealing 
with distant point cloud models.
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Figure 3. Algorithm comparison (Registration accuracy).

Figure 4. Algorithm comparison (Registration time).
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In conclusion, the ICP algorithm provides high 
accuracy but consumes more time, while the 
NDT algorithm sacrifices some accuracy for 
faster alignment. The TICP algorithm achieves 
accuracy similar to the ICP algorithm with 
improved speed, and the proposed algorithm 
demonstrates accuracy comparable to the ICP 
algorithm while significantly reducing align-
ment time.
Additionally, the suggested method expedites 
the target extraction process, yet the segmented 
target outcomes might include abnormal noise. 
Nonetheless, the current algorithm adeptly 
eliminates such aberrant noise points during the 
point cloud segmentation process, thereby en-
hancing overall runtime efficiency.
To quantitatively evaluate the building filter-
ing results, a comparative assessment was con-
ducted on the point cloud set of the survey area 
using three metrics: correctness, completeness, 
and quality. The assessment results are present-
ed in Figure 5, providing an overview of the 
performance in terms of these metrics.
In quantitative analysis, both the methods pro-
posed in this paper and the comparative meth-
ods demonstrate a high level of completeness. 
This is attributed to the fact that both approach-
es perform building point cloud extraction 

through filtering operations. As buildings have 
distinct features, the probability of misclassify-
ing building point clouds as non-building point 
clouds is extremely low in this process. Re-
garding correctness, the multi-attribute fusion 
of non-building point cloud filtering methods 
exhibits good detection performance. Com-
pared to the traditional filtering method based 
on a single vegetation index, it shows improve-
ments of 5.03% and 3.47% on the two datasets, 
respectively. Additionally, compared to the fil-
tering method that fuses geometric information, 
it achieves improvements of 4.79% and 2.08%, 
respectively.
However, in areas with complex compositions 
of features, diverse vegetation types, and intri-
cate housing structures, the correctness of the 
classification results cannot be guaranteed, 
even with the combination of color and scale 
information. Furthermore, the method pro-
posed in this paper relies solely on the inherent 
characteristics of the point cloud for filtering. 
The reliability of color and local information 
obtained directly from the point cloud can be 
affected by issues such as illumination, occlu-
sions, and uneven and sparse point cloud densi-
ty. These limitations highlight the challenges of 
this method in complex environments.

Figure 5. Building filtering results.
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Figure 6 showcases an effective computational 
example of unstructured data distributed stor-
age before and after comparing the application 
based on the experimental setup described ear-
lier.

The analysis of Figure 6 demonstrates a clear 
trend: with each iteration increase, the effective 
computation in distributed data storage con-
sistently improves, surpassing the pre-appli-
cation baseline. This enhancement, facilitated 
by the utilization of linear fusion and binary 
programming for large-scale unstructured data 
reconstruction, showcases compelling numer-
ic results. Notably, the maximum effective 
computation value reaches approximately 0.8, 
marking a significant leap beyond the perfor-
mance benchmarks set by traditional algo-
rithms. These results substantiate the method's 
efficacy, showcasing a notable 25% increase in 
effective computation compared to convention-
al approaches, underscoring its superior storage 
capabilities, especially for unstructured point 
cloud data.

4.3. Discussion

The experimental results demonstrate the limita-
tions of traditional methods for processing point 
cloud data, which often rely on a single process-
ing mode and fail to fully leverage distributed 
computing resources. In contrast, this paper in-
troduces a novel job model through the design 
of a scheduling algorithm and a distributed, 
heterogeneous processing platform. This model 
enables multiple computing nodes to simultane-
ously execute processing tasks, leading to the 
efficient utilization of computational resources 
and improved overall processing efficiency. By 
assigning appropriate jobs to compute nodes, 
the system load is effectively reduced, further 
enhancing processing performance.

Furthermore, this paper focuses on addressing 
the issue of efficiency improvement in point 
cloud data segmentation. A new approach is 
adopted, involving the use of the RANSAC 
algorithm with a specified height threshold pa-
rameter for segmentation. By precisely setting 

Figure 6. Effective calculation ratio of the model.
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the segmentation threshold, the algorithm accu-
rately segments the point cloud data into mean-
ingful models. Additionally, the RANSAC al-
gorithm with a distance threshold is employed 
to fit a plane and calculate the distance of points 
to the plane. This threshold-based filtering re-
moves points outside the threshold, improving 
the segmentation of the measured target. The 
refined segmentation method not only elevates 
the segmentation model's quality but also mini-
mizes the computation of invalid data in subse-
quent steps, significantly enhancing the overall 
processing efficiency.

The paper can indeed explore the idea of cost 
reduction in addition to operational model in-
novation and efficiency improvement. The 
scheduling algorithm and platform design of 
distributed heterogeneous processes enable the 
system to fully utilize different types of com-
puting resources, including distributed comput-
ing nodes and heterogeneous processors. This 
flexible resource scheduling approach can ef-
fectively reduce the cost of the system, as there 
is no need for additional investment in expand-
ing computational capacity. By optimizing al-
gorithms and leveraging parallel computing, 
energy consumption and operation and mainte-
nance costs can be reduced, further enhancing 
the economic feasibility of the system.

However, while the proposed system showcas-
es significant advancements in processing ef-
ficiency and resource utilization, it is essential 
to acknowledge certain limitations within this 
approach. One notable constraint lies in the in-
herent complexity of integrating diverse com-
puting nodes and heterogeneous processors. 
While the scheduling algorithm and distributed 
platform design optimize resource allocation, 
managing diverse hardware configurations and 
ensuring seamless coordination among various 
nodes could introduce complexities in system 
maintenance and compatibility. 

Moreover, despite the emphasis on enhancing 
segmentation accuracy using the RANSAC al-
gorithm with specified thresholds, determining 
universally optimal threshold parameters for 
different datasets or environments remains a 
challenge. The adaptability of these thresholds 
to diverse and dynamic point cloud datasets

might pose challenges in achieving consistent-
ly accurate segmentation across varied scenar-
ios. Furthermore, although the paper discusses 
cost reduction via improved resource utiliza-
tion and optimized algorithms, conducting a 
comprehensive cost-benefit analysis, or pro-
viding a detailed breakdown of potential sav-
ings in real-world deployments would bolster 
the economic argument for implementing this 
system.

Future iterations or extensions of this research 
could delve deeper into addressing these lim-
itations. Exploring methods to streamline the 
management of diverse computing nodes, de-
vising adaptive thresholding techniques for im-
proved segmentation across diverse datasets, 
and conducting thorough cost analyses in prac-
tical settings would significantly contribute to 
the holistic understanding and applicability of 
the proposed system.

To sum up, the paper can explore addition-
al applications and benefits of the improved 
methodology. For example, it can incorporate 
multi-term historical 3D model data of ancient 
buildings to visually present the historical evo-
lution of these structures or provide a platform 
for previewing ancient building renovation, 
planning, and design. This allows relevant 
workers to intuitively view the surrounding 
environment of ancient buildings and make 
informed planning adjustments and decisions. 
By integrating the 3D laser point cloud model 
of the ancient building's ground with tilt mod-
el data, a comprehensive and accurate model 
of the ancient structure can be obtained, meet-
ing the centimeter-accuracy requirements for 
ancient building engineering mapping. This 
fusion model can serve as a 3D spatial data-
base for the repair, planning, and design of 
ancient buildings. Additionally, modeling and 
printing technology can be employed to cre-
ate 3D miniature models of ancient buildings, 
producing valuable cultural and creative prod-
ucts and enabling interactive experiences re-
lated to ancient buildings. By expanding the 
scope of applications and considering the eco-
nomic aspects, the paper can provide a more 
comprehensive and impactful contribution to 
the field.
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5. Conclusion

In conclusion, this paper introduces an effective 
point cloud processing approach for traditional 
buildings involving segmentation, denoising, 
matching, and distributed storage modules. A 
key contribution is the RANSAC algorithm, 
which has a height threshold for improved seg-
mentation quality and computational efficien-
cy. The methodology not only extracts accurate 
building information but also addresses the in-
tense storage and processing requirements of 
point cloud data through distributed control. 
Experiments demonstrate over 99% accuracy 
in segmentation, a 60% reduction in alignment 
time to 967ms, and a distributed computation 
efficiency of 0.8. Overall, the proposed tech-
niques significantly advance point cloud-based 
modeling and digital archiving solutions for 
heritage structures.
However, limitations exist in terms of the robust-
ness of segmentation in complex environments. 
Future efforts will incorporate color information 
analysis for enhanced performance across di-
verse scenarios. This study did not consider the 
similarity judgment of color information. Con-
sidering the low sensitivity of RGB color space, 
in the subsequent work, we will consider using 
linear transformation to transform RGB to HSV, 
LAB, and other color spaces, and explore more 
accurate color similarity calculation methods to 
improve the accuracy of color similarity calcula-
tion, so as to deal with the more complex prob-
lem of building monomer extraction.
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