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The prediction of user behavior in social networks is 
of great significance for understanding user dynam-
ics, personalized recommendation, and information 
dissemination. With the development of artificial in-
telligence (AI) technology, especially the application 
of artificial neural networks in big data analysis, new 
solutions and technical means have been provided 
for the analysis of user behavior in social networks. 
This study constructs a social network user behavior 
prediction model based on artificial neural networks. 
The article first reviews related research, establishes a 
research framework, and then describes in detail the 
functional structure of the user behavior prediction 
system. The key data structure design is meticulously 
constructed and the model is built through steps such 
as data preprocessing module, 3D feature frame con-
struction module, feature mapping module, and fea-
ture prediction module. In addition, the article also 
constructs a group behavior theme probability pre-
diction model based on an improved encoder-decoder 
model, which further enhances the understanding of 
group behavior of users in social networks. Through 
comparative experiments, the model proposed in this 
paper demonstrates its effectiveness in predicting in-
dividual and group user behaviors. The experimental 
results show that the model can accurately predict the 
behavior patterns of users in social networks and is 
superior to existing methods in terms of prediction 
accuracy and computational efficiency. This research 
shows that artificial neural networks are a powerful 
tool for analyzing big data in social networks and for 
predicting user behavior. The success of the study ver-
ifies the effectiveness of the model, provides a new 
technical path for future analysis of user behavior in 
social networks, and is expected to be widely applied 
in areas such as personalized recommendation and in-
formation dissemination analysis.

ACM CCS (2012) Classification: Computing meth-
odologies → Machine learning → Machine learning 
approaches → Neural networks
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1. Introduction

Thanks to the rapid development of the Internet 
and information technology, social networks 
like Facebook, Twitter, QQ, and WeChat have 
attracted more and more users. About 5% of 
all smartphone apps are about social networks 
[1–3]. Suffice it to say that social networks 
have become the main platform for informa-
tion acquisition. However, the huge amount 
of user behaviors on social networks, such as 
reposts, comments, and likes, easily brings the 
problem of information overload, and boasts 
an immense value of big data [4, 5]. Social 
network-based user behavior prediction has re-
ceived extensive attention from domestic and 
foreign scholars, along with the wide applica-
tion of text mining, personalized recommenda-
tion system, and big data analysis in various 
fields.
With a wealth of user behaviors, emotions, 
and communication resources, social networks 
today have a far greater influence than news-
papers and televisions [6, 7]. After establish-
ing an emotion prediction model, Shokouhyar 
et al. [8] pinpointed the emotional trends and 
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preferences of users through user interaction 
analysis. They analyzed two key attributes of 
social network users, namely, the time correla-
tion between current and past emotions and the 
friend-dependent social relevance, and carried 
out relevant simulations.
Big data analysis of user behavior on online 
social networks is of great significance to hu-
man behavior research [9–11]. Rosa et al. [12] 
developed a dynamic model of user behavior, 
which characterizes individual and group is-
sues such as social pressure, social identity, so-
cial participation, and social relationships. This 
model offers a scientific method for discover-
ing trending topics, extracts the power-law dis-
tribution characteristics within the time series 
intervals of topics, and identifies the reasons 
for the power-law distribution of behaviors 
with different power exponents. Dietel [13] 
analyzed how the interaction and behaviors of 
social network users affect their next behavior. 
He created the corresponding group dynamic 
model and extracted the attributes and distri-
bution of group features through distributed 
clustering of social pressure and social recog-
nition of users, revealing individual and group 
features of user behaviors.
The aforementioned studies indicate that de-
spite the scattered, fragmented, and loose na-
ture of Internet user behavior data, this data 
can be effectively captured and analyzed us-
ing appropriate methods and models, thereby 
extracting valuable information. The research 
results suggest that the use of big data analy-
sis techniques can overcome the incomplete-
ness and irregularity of data, revealing deeper 
patterns and trends in user behavior. Overall, 
these studies reflect the current trend of com-
bining social sciences with data science, by 
constructing complex models and algorithms 
to parse and predict human behavior in social 
networks, further enhancing the understanding 
of group dynamics and individual behavior 
prediction.
Despite their immense value, online data on 
user behavior are scattered, fragmented, and 
loose [14–17]. Baranov et al. [18] conducted 
multi-dimensional, multi-level, fine-grained 
dynamic analysis of user behavior processes in 
fields like e-commerce and online education.
They captured user preferences with two-way 

gated recurrent unit (GRU) encoders, and accu-
rately predicted the behavior of user series; their 
model has been effectively applied to guidance 
and assisted control of the behavior of social 
network users. Tulu et al. [19] recognized the 
behavior patterns of anonymous users based 
on their personalized multi-dimensional trajec-
tory set and introduced the idea of association 
rules to cut down the number of dataset scans 
and improve the elimination of abnormal data.
In addition, Wang et al. [20] implemented 
the collaborative filtering algorithm in the se-
ries recommendation model, and successfully 
mined the cascading attributes of social net-
work users, such as interaction relevance and 
interaction frequency. Drawing on the theory 
of homogeneity, Bhattacharya et al. [21] dis-
cussed the relationship between the attributes 
of social network users (e.g., gender, age, and 
nationality) and their behavior (e.g., posting 
and reposting). They forecasted the gender 
proportion of users posting the same class of 
content and the click-through rate (CTR) of 
the same websites based on multiple linear re-
gression (MLR) and support vector regression 
(SVR). They realized the search for users with 
similar interests and the construction of social 
groups through a fast search algorithm called 
linear discriminant analysis (LDA).
To sum up, the existing research on social net-
work user behavior mostly focuses on senti-
ment prediction, preference analysis, and cor-
relation analysis of user interactions. To predict 
the user behavior in actual social networks, it 
is necessary to forecast the various behaviors 
of the user with multiple time intervals. There-
fore, this paper carries out a big data analysis 
on user behavior data of social networks based 
on artificial neural network (ANN), and there-
by predicts the individual and group behavior 
of users [22–24]. 
In real social networks, user behavior is dy-
namic and multi-dimensional, influenced by 
various factors including personal interests, 
social influence, current hot topics, and chang-
es in platform algorithms. Predicting user 
behavior in social networks is important for 
platform operators, content creators, market-
ing strategists, and social science researchers. 
User behavior on social networks is not static 
but evolves and changes over time. Predictions 
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into 3D feature vectors and daily behavior dis-
tribution. This transformation indicates that the 
system might format and encode the original 
historical data to create a data structure suitable 
for model training. Future behavior is also pre-
processed, but the output is only the daily be-
havior distribution, highlighting a focus on the 
temporal distribution characteristics of future 
behavior. The purpose of this system is likely 
to predict users' future behavior on social net-
works, to enhance the understanding of user 
behavior, and thereby optimize social network 
services or enable precise user recommenda-
tions and advertising. Overall, this structural di-
agram presents a data-driven process, centered 
on machine learning models, with an iterative 
learning and optimization approach.
To satisfy the demand of data processing, the 
behavior prediction system for social network 
users should at least include a data preprocess-
ing module responsible for data cleaning, fea-
ture translation, and feature aggregation, a 3D 
feature frame construction module responsible 
for constructing 3D feature frames, and a target 
behavior construction module responsible for 
constructing target behaviors.
To satisfy the demand of model learning, the 
system must at least include a feature mapping 
module responsible for mapping 3D feature 
frames to eigenvectors, a feature prediction 
module responsible for predicting future ei-
genvectors, a target behavior analysis module 
responsible for parsing the eigenvectors into 
target behaviors, and a model optimization 
module responsible for parsing the eigenvec-
tors into the target behavior model.
To satisfy the demand of model management, 
the system must at least include a model man-
agement module responsible for cyclic itera-
tions of the model.
To satisfy the demand for target behavior per-
dition, the system must at least include a tar-
get behavior prediction module responsible for 
forecasting future target behaviors according to 
the optimal model and 3D feature frames.
The four modules, namely, feature mapping, 
feature prediction, target behavior analysis, and 
model optimization, were composited into our 
model as four layers with the same names.

over multiple time intervals can help better 
understand these dynamic changes, providing 
a temporal perspective for formulating corre-
sponding strategies. Predicting user behavior at 
different time intervals takes into account both 
long-term and short-term trends, enhancing the 
comprehensiveness and accuracy of predic-
tions. Short-term predictions can capture im-
mediate changes, while long-term predictions 
help understand underlying, deeper trends.
The remainder of this paper is organized as fol-
lows: Section 2 sets up a behavior prediction 
model for social network users, builds up the 
functional framework of the behavior predic-
tion system for such users, and details the de-
sign of the key data structure for the model, as 
well as the construction flow of core modules 
(e.g., data preprocessing, three-dimensional 
(3D) feature frame construction, feature map-
ping, and feature prediction). Section 3 im-
proves the encoder-decoder model to realize 
the topic probability prediction of the group 
behaviors of social network users. Section 4 
verifies the good performance of our model in 
user behavior prediction through experiments.

2. Construction of Behavior Prediction 
Model for Social Network Users

Figure 1 shows the functional framework of the 
behavior prediction system for social network 
users. The system receives a list of historical 
behaviors and attributes of social network us-
ers in a fixed period, and outputs the predicted 
future behaviors of such users in another fixed 
period. The fixed period can be 1 week or 1 day 
long.
The entire system is built around the central 
''Model Training'' section, which is the core of 
the system. The system is divided into two main 
input sections: ''Historical Data'' on the left and 
''Future Behavior'' on the right. Both sections 
are closely related to the timeline at the top, 
which controls the input flow of historical data 
and future behavior, respectively. Historical 
data, after data preprocessing, is transformed 
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2.1. Design of the Key Data Structure

The original data on the behavior of social net-
work users was constructed as a one-dimen-
sional (1D) vector, in which each column rep-
resents the behavior features of social network 
users in an hourly interval. The original eigen-
vector was obtained by clustering the historical 

behavior of social network users at intervals of 
each second, and then connecting them with the 
attributes of such users. 
From the original eigenvector, a two-dimen-
sional (2D) eigenvector was derived, whose 
width are the features of user behaviors and its 
height represents the multiple sets of original 
eigenvectors after duplication and confusion. 

Figure 1. Functional framework of the behavior prediction system for social network users.
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The 2D eigenvector was used to characterize 
the behavior features of social network users in 
an hourly interval.
By the 3D feature frame construction module, 
3D feature frames with a daily interval were 
generated to facilitate the operations of feature 
mapping and target behavior prediction in the 
system. The features of 3D feature frames can 
be expressed as f1, f2, SC1, and SC2, which are 
the same as those of 2D feature frames.
The overall eigenvector of the system is a 1D 
vector generated by the feature mapping mod-
ule. The width of the vector represents the dai-
ly behavior features of social network users, 
which will be used for feature prediction and 
target behavior analysis. The overall eigenvec-
tor, which is derived from 3D feature frames, 
simplifies the data structure, making it easier 
to be used by the prediction module. Through 
target behavior analysis and prediction, the sys-
tem produces target behaviors, each of which is 
a scalar and nonnegative integer. The produced 
results characterize the daily behaviors of so-
cial network users.

2.2. Construction of the Data 
Preprocessing Module

The data preprocessing module mainly pre-
processes the original data of social network 
users. To obtain high-quality original data for 
3D feature frame construction, the preprocess-
ing module must process the data sequentially 
through data cleaning, feature translation, and 
feature aggregation.
Data cleaning, feature transformation, and fea-
ture aggregation are key steps in data prepro-
cessing. Firstly, data cleaning involves remov-
ing or correcting errors, anomalies, duplicates, 
or incomplete data in the dataset to improve 
data quality. Then, feature transformation re-
fers to the transformation or encoding of raw 
data, such as normalization, standardization, 
or one-hot encoding, to make the data suitable 
for specific machine learning models. Final-
ly, feature aggregation involves combining 
multiple features into higher-level or more 
meaningful features, for example, through op-
erations like averaging, summing, taking max-
imum or minimum values, aimed at enhancing 

the model's explanatory power and prediction 
accuracy.

Figure 2 shows the process of crawling and 
preprocessing the behavior data of social net-
work users. Dirty data refers to data within 
a dataset that has quality issues, which may 
include errors, inconsistencies, duplicates, 
missing elements, or data that does not meet 
expected standards or business rules. Dirty 
data typically has a negative impact on data 
analysis and decision-making, thus necessi-
tating identification and correction through a 
data cleaning process. The original data being 
crawled contains dirty data, mainly because of 
the inevitable software/hardware errors and in-
trinsic complexity of the social networks. The 
dirty data are in the form of duplicate items, 
missing items, abnormal items, and format er-
rors. The data cleaning submodule cleans the 
list of historical behaviors and user attributes 
independently. During data cleaning, each 
piece of data must be constrained by the corre-
sponding cleaning rule. If one or more clean-
ing rules are not satisfied, then the data will be 
deemed dirty; otherwise, the data will be con-
sidered as clean enough for the construction of 
3D feature frames. The flow of data cleaning 
is explained in Figure 3.

To transform the form and dimensionality of 
features, the cleaned data on the eigenvalues 
of social network users need to be imported to 
the feature translation submodule for feature 
translation. Rather than change the essential 
meaning of the original features, feature trans-
lation should merely modify the name and size 
of features. Similar to data cleaning, the fea-
ture translation submodule translates the list of 
historical behaviors and user attributes inde-
pendently. During the operation, each piece of 
data must be constrained by the corresponding 
translation rule and replaced with the trans-
lated piece of data. Each translation rule only 
acts on one feature. After being processed by 
all translation rules, a new detailed list of so-
cial network communication can be obtained. 
The flow of feature translation is explained in 
Figure 4.



190 Z. Liu and T. Song

Figure 2. Crawling and preprocessing of behavior data of social network users.

Figure 3. Flow of data cleaning.
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The eigenvalues of social network user behav-
iors with intervals of one second is meaningless. 
By contrast, the behavior features with an hourly 
interval, that is, the distribution of features like 
the duration of each behavior class and each be-
havior, the interaction duration of each behavior, 
the mean of interaction durations, and the vari-
ance of interaction durations, are meaningful el-
ements of the desired feature set.
To obtain the specific meaning of the aggregated 
features in the list of historical behaviors of so-
cial network users, it is necessary to cluster the 
social network user behavior with intervals of 
one second into behavior features with an hour-
ly interval in the feature clustering submodule.
Firstly, the list of historical behaviors of the 
same user in each second of an hour was di-
vided into different groups. Then, the multiple 
pieces of data in each group were integrated 
into a piece of data by the clustering rules, e.g., 
the durations of the same behavior in the group 
were added up into the total duration. The flow 
of feature clustering is illustrated in Figure 5.

2.3. Construction of 3D Feature Frames

Figure 6 explains the construction flow of 2D 
feature frames, which characterize the features 
of the hourly behaviors of social network users. 
Based on the 2D feature frames, the 3D feature 

frames with day as the depth were constructed 
through the filling operation of the 3D feature 
frame construction module. The construction 
flow of 3D feature frames is explained in Figure 
7. Since there is no 2D feature frame in a period 
with no social network behavior, it is necessary 
to design a ''zero frame'' that has no side effect 
on the pooling of the convolution kernels of the 
CNN, which guarantees the stability of data 
processing. 

2.4. Construction of Feature Mapping 
Module

Both 3D feature frames and the overall eigen-
vector of the system reflect the daily behavior 
features of social network users. Therefore, the 
feature mapping module only needs to map the 
features of user behaviors, without needing to 
perform any task of feature prediction. This pa-
per chooses the 3D CNN as the baseline module 
for feature mapping, and optimizes the feature 
extraction and behavior prediction by adjusting 
the model structure and training parameters. 
The established network contains a total of 8 
layers, including 3 convolutional layers, 2 pool-
ing layers, 1 fully connected layer, 1 input lay-
er, and 1 output layer.

Figure 4. Flow of feature translation. Figure 5. Flow of feature clustering.
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The feature extraction process of social network 
language involves deep understanding and anal-
ysis of the text data generated by users on social 
networks. Initially, the raw text data needs to 
be preprocessed, such as cleaning meaningless 

symbols and punctuation, and then the text is 
converted into numerical features. For complex 
features like semantic relationships and emo-
tional tendencies, deep learning models may be 
required for extraction. Additionally, feature ex-

Figure 6. Flow of 2D feature frame construction.

Figure 7. Flow of 3D feature frame construction.
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traction of social network language might also 
consider the structural characteristics of social 
networks, such as the frequency of interactions 
between users, community structures, etc., to 
obtain a more comprehensive understanding of 
user behavior characteristics.
Let Q be a 3D feature frame imported to the 
feature mapping module; LS be a 3D convolu-
tion kernel in the convolutional layers; W and 
ε be the weight and bias of the fully connected 
layer, respectively; let the subscript ''j, i, l '' be 
the position of coordinates < j, i, l > in the 3D 
matrix; let < m, n, u > be the size of the convolu-
tion kernel L. Then, the 3D convolution can be 
expressed as:

( ) , ,

, , , , , ,

3D j i l

m n v j m i n l v j i l
m n V

C k

Q LS ε− − −

−

=

+∑∑∑
         

(1)

Let < m, n, u > be the size of max pooling opera-
tor. 3D max pooling can be expressed as:

( ) { }, ,, ,3D max j m i n l uj i lS Q Q + + +− =
        (2)

The fully connected operation can be expressed 
as:

( )3D jjFC Q W Q ε− = ⋅ +
              (3)

The eigenvector R obtained by feature mapping 
can be expressed as:

( )( )( )( ) ( 1) ( 2)3D 3D 3D ...m m mR FC C S− −= − − −
  (4)

2.5. Construction of the Feature Prediction 
Module

The long short-term memory (LSTM) neural 
network was adopted as the baseline model for 
feature prediction. Let a(t) be the eigenvector of 
the daily interval of historical user behaviors 
imported to the module; g(t) and sigmoid be the 
output vector and activation function of the hid-
den layer, respectively; NCell and t be the num-
ber of stacked layers and timestamp of LSTM 
unit, respectively; let d 

SC, IN 
SC, and W 

SC be the 
bias, input weight, and hidden layer weight of 
the forget gate, respectively. Then, the output of 
the forget gate can be obtained by:

( )

( ) ( 1)
, ,

t
t

SC SC t SC t
t j i i j i i

t i

SC

sigmoid d IN a W g −

=

 
+ + 

 
∑ ∑

   

(5)

Let d 
e, IN 

e, and W 
e be the bias, input weight, 

and hidden layer weight of the input gate, re-
spectively. Then, the output of the input gate 
can be obtained by:

( ) ( ) ( )1t t te e e
t t j,i i j,i i

t i
e sigmoid d IN a W g − 

= + + 
 

∑ ∑
   

(6)

Let d 
u, IN 

u, and W 
u be the bias, input weight, 

and hidden layer weight of the output gate, re-
spectively. Then, the output of the output gate 
can be obtained by:

( )( )

( )
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t
j
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(7)

Let dj, INj, i, and Wj, i be the bias, input weight, 
and hidden layer weight of the LSTM unit, re-
spectively. Then, the output of the LSTM unit 
can be obtained by:

( )

( ) ( )

( ) ( ) ( )

1

1

t
j

t t
j

t t t
j j j,i i j,i i
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z
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+
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+ + 
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∑ ∑

  

(8)

The operation of the hidden layer can be de-
scribed by:

( ) ( )( ) ( )t t t
j j jg tanh z u=

                  
(9)

In the stacked LSTM neural network, the input 
of the current layer is the output of the previous 
layer. Hence, the output gate operation can be 
modified as:

( ) ( )( )1 1t t
j j Cellu U u , j N−= < ≤

          
(10)



194 Z. Liu and T. Song

length L of the input variable length series can 
be equal or unequal to that L* of the output se-
ries.

The baseline structure of the encoder was de-
fined as a recurrent neural network (RNN), ca-
pable of retaining the influence of the previous 
inputs. Except the last character AL, the hidden 
state of the network changes with the input of 
each character of the input sentence:

( )1t t tg SC g , a−=                  (11)

The network outputs the semantic vector v 
SE of 

the sentence. The basic properties of the RNN 
ensure that the v 

SE contains all the information 
of the sentence, after all characters of the sen-
tence have been imported to the network.

The decoder is also an RNN. After being 
trained, the RNN needs to output an ideal target 
series by predicting bt

*. Unlike the RNN of the 
encoder, the RNN of the decoder generates an 
output based on bt and g*

<t >, and this process 
solely depends on Bt-j and the semantic vector 
vSE. The hidden state of this RNN at the time-
stamp t can be calculated by:

( )1 1t t t SEg SC g , b , v∗ ∗
− −=             (12)

With softmax as the activation function, the 
conditional probability of the next character 
can be calculated by:

Suppose the LSTM neural network of the fea-
ture prediction module has 1 layer. Then, the 
eigenvector containing the user behavior fea-
tures in a week (7 days) can be described as 
<a(1), a(2), ..., a(7)>. Through the operation of 
the stacked LSTM neural network, the eigen-
vector of the user behavior features on the 8th 
day can be predicted as the output u(7)1 of the 
forget gate on the 7th day.

3. Topic Probability Prediction Model 
for Group Behaviors of Social  
Network Users 

The prediction of group behaviors of social 
network users is essentially a time series pre-
diction problem of topic probability. This pa-
per applies the probabilistic prediction model, 
which is popular in the translation field, to fore-
cast the topic probability of group behaviors of 
social network users, and extracts the behav-
ior features of group behaviors in periods of 
different lengths to for model training. Figure 
8 shows the structure of the proposed decod-
er-encoder model. The encoder can transform 
a variable length series into a fixed length ei-
genvector, while the decoder can transform the 
eigenvector into another variable length series. 
Let cp(b1, ..., bL*| a1, ..., aL) be the condition-
al probability of one series on another series. 
From the angle of probability, our model is ac-
tually learning that conditional probability. The 

Figure 8. Structure of proposed decoder-encoder.
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( )

( )

1 2
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soft max

t t t 1 SE

t t SE

V b |b , b , ,b , v

g , b , v

− −

−

=

          

(13)

The training objective of the model is to max-
imize the sum of the probabilities of the pre-
dicted results, namely the future behavior of the 
user groups. This is a training method that uses 
maximum likelihood estimation. By maximiz-
ing the probability of the predicted outcomes, 
the model is able to learn the mapping relation-
ship from historical behavior to future behav-
ior, thereby completing the training.
To complete the training of the encoder-decod-
er model, the sum of probabilities cp(b1, ..., bL' | 
a1, ..., aL) for taking the entire historical data on 
group behaviors of social network users as the 
training samples:

( )
1

max
M

m m
m

log b | a ,
υ

υ
−
∑

               
(14)

where, υ is the parameter set to be determined 
for the encoder-decoder model. Considering 
the complexity of encoding-decoding of the 
model, the semantic vector vSE, which acts on 

the model at any moment, was arranged to act 
on the encoder at the first moment only. Af-
ter that, the output of the current model was 
always taken as the input of the model at the 
next moment.
Figure 9 presents the structure of the improved 
model. It can be seen that the RNN unit of the 
model is an LSTM unit. Then, the prediction 
probability outputted by the decoder at time t 
can be updated as:

( )1 1t t tg SC g , b∗ ∗
− −=                   

(15)

The improved model has 1 input layer, 2 hid-
den layers, and 1 output layer. The nodes in 
each layer are all LSTM units. In chronologi-
cal order, the historical data on group behav-
iors of social network users were imported to 
the input layer of the improved model for m 
times. Then, the n target probability prediction 
results were obtained from the output layer, 
laying the basis for model learning and train-
ing. In other words, the obtained topic proba-
bility model forecasts the group behaviors of 
the next n users, according to those of the pre-
vious m users.

Figure 9. Structure of improved model.
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In real life, the behavior features of people 
with different habits will not change suddenly 
during social networking, because the social 
behaviors online are a mirror of users' actual 
life. Apart from the topic of different behaviors 
(e.g., clicking, responding, and questioning), 
the crawled data on user behavior contains the 
specific time of each behavior. By actual expe-
rience, it can be found that different users use 
social networks in different periods, and the be-
havior patterns of users vary from holidays to 
workdays. Therefore, it can be assumed that the 
group behaviors of social network users change 
with time. Figure 10 provides the framework of 
the corresponding topic probability prediction 
model.
Because of the nonlinear relationship between 
time (from morning to night) and user behav-
iors, the time of group behaviors was cate-
gorized as morning, afternoon, and evening 
according to the above assumption. Besides, 

whether the time belongs to holidays was ex-
tracted as an additional behavior feature. Then, 
the model input is no longer the topic probabil-
ity of group behaviors alone, but a combination 
of five items: the topic probability, whether the 
time belongs to morning, whether the time be-
longs to afternoon, whether the time belongs to 
evening, and whether the time belongs to holi-
days. After the improvement, the behavior data 
of each user was not only processed by word 
segmentation and topic probability extraction, 
but also subject to feature extraction of four 
periods (i.e., morning, afternoon, evening, and 
holidays). The weighted sum of the five fea-
tures was imported to the LSTM unit. The opti-
mal weights were obtained by error backpropa-
gation training of the network.
The structure of the improved model is de-
scribed in Figure 11. The features of whether 
the time of a behavior takes place in each pe-
riod can be expressed as [IIMt, IIAt, IIEt, IIWt]. 

Figure 10. Framework of the topic probability prediction model for group behaviors of social network users.



197Big Data Analysis and User Behavior Prediction of Social Networks Based on Artificial Neural Network

If the behavior does take place in a period, the 
value of the corresponding feature equals 1; 
otherwise, it equals 0. Let ω and γ be the weight 
and coefficient of each period, respectively. 
Then, the final input at

* to the LSTM unit can 
be obtained by multiplying the weighted [IIMt, 
IIAt, IIEt, IIWt] with the current input at:

IIM t IIA t
t t

IIE t IIW t

IIM IIA
a a

IIE IIW
ω ω

γ
ω ω

∗ • + • 
= • •  + • + •       

(16)

4. Experiments and Results Analysis

The data was collected from a social network 
with more than 10,000 users. Figure 12 shows 
the distribution of in-degree and out-degree of 
the network. The established dataset contains a 
total of 12,000 statistical nodes. The number of 
directed edges, the number of nodes in the stron-

gest connected subgraph, and the number of 
nodes in the weakest connected subgraph were 
487,656, 8,977, and 120,000, respectively; the 
mean out-degree of the network was 47.863. 
From Figure 12, the curve changes significant-
ly as the value on the horizontal axis increases. 
This situation is likely due to the ''Power Law'' 
or ''Long Tail'' distribution in social networks. 
That is, according to the power law distribution, 
most users in a social network may have only a 
few followers (low in-degree) or follow only a 
few people (low out-degree), while only a few 
users have a large number of followers (high 
in-degree) or follow many people (high out-de-
gree).
Table 1 compares the prediction results of our 
model and traditional CNN at Top-K=12 over 
the datasets of user behaviors in four different 
social networks. Obviously, our model achieved 
a much higher hit rate and normalized discount-
ed cumulative gain than the contrastive model 
over each dataset.

Figure 11. Structure of the improved neural network model for topic probability prediction of group behaviors for 
social network users..
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Figure 13 compares the prediction effects of 
our model at different Top-K values over the 
four different datasets. It can be seen that, as 
Top-K increased from 8 to 28, the hit rate and 
normalized discounted cumulative gain of our 
model increased to different degrees. Since the 
model operation should not be too fast, it is im-
portant to determine a suitable Top-K value for 
the model.
Figures 14(a) and 14(b) display the training and 
test error curves of the traditional CNN and our 
model, respectively. For the traditional CNN, 
the training loss dropped below the desired lev-

el after multiple iterations, while the test loss 
continued to increase with the number of itera-
tions; the convergence was rather slow. For our 
model, the training efficiency was relatively 
high (the loss dropped to below 0.4 after only 
5 iterations), and the convergence speed was 
satisfactory. The results demonstrate that, in the 
process of algorithm optimization, this study 
has taken into account both the iteration accura-
cy and the number of iterations, finding the op-
timal balance between the two. This approach 
ensures the performance of the algorithm while 
also making efficient use of computational re-
sources.

Figure 12. Statistics on the in-degree and out-degree of social networks.

(a) In-degree. (b) Out-degree.

Table 1. Comparison of prediction results of different models at Top-K=12.

Top-K=12 Traditional CNN Our model

1
Hit rate 0.5321 0.5846

Normalized discounted cumulative gain 0.2383 0.3424

2
Hit rate 0.6365 0.7692

Normalized discounted cumulative gain 0.3189 0.4347

3
Hit rate 0.6828 0.7135

Normalized discounted cumulative gain 0.5476 0.5498

4
Hit rate 0.7843 0.7631

Normalized discounted cumulative gain 0.5691 0.5379
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5. Conclusion

To accurately predict individual and group 
behaviors of social network users, this paper 
carries out big data analysis on social network 
user behaviors based on ANN. Firstly, a behav-
ior prediction model was constructed for these 
users, the functional framework was set up for 
the prediction task, and the core modules of the 
model were introduced in turn, including data 
preprocessing, 3D feature frame construction, 
feature mapping, and feature prediction. Next, 

the current encoder-decoder model was im-
proved to realize topic probability prediction of 
the group behaviors among social network us-
ers. Finally, our model was compared with tra-
ditional CNN at the Top K=12 in terms of pre-
diction effect and was found to have a higher 
hit rate and normalized discounted cumulative 
gain than the CNN. Besides, the training and 
test curves of the two models were compared. 
The results confirm that our model has better 
training efficiency and prediction effect.

Figure 13. Prediction effects of our model at different Top-K values.

(a) Hit rate. (b) Normalized discounted cumulative gain.

Figure 14. Comparison of log loss curves of different models.

(a) (b)
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This study develops a social network user be-
havior prediction model based on artificial neu-
ral networks. Although it shows superior per-
formance in terms of prediction accuracy and 
computational efficiency, there may be limita-
tions in handling large-scale data, model inter-
pretability, and adaptability to emerging social 
behaviors. Future research can further optimize 
the complexity of the model, enhance its in-
terpretability, and continually track and study 
emerging social behaviors. Additionally, on the 
application level, integrating this prediction 
model more deeply with actual social network 
services and personalized recommendation sys-
tems could be considered to improve user expe-
rience and commercial value. The value of this 
research lies not only in advancing the technol-
ogy of social network user behavior prediction 
but also in providing new technological path-
ways for future user behavior analysis in social 
networks, holding broad application prospects.
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