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Customer reviews inform potential buyers' decisions, 
but fake reviews in e-commerce can skew perceptions 
as customers may feel pressured to leave positive 
feedback. Detecting fake reviews in e-commerce plat-
forms is a critical challenge, impacting online shop-
ping and deceiving customers. Effective detection 
strategies, employing deep learning architectures and 
word embeddings, are essential to combat this issue. 
Specifically, the study presented in this paper em-
ployed a 1-layer Simple LSTM model, a 1D Convo-
lutional model, and a combined CNN+LSTM model. 
These models were trained using different pre-trained 
word embeddings including Word2Vec, GloVe, Fast-
Text, and Keras embeddings, to convert the text data 
into vector form. The models were evaluated based 
on accuracy and F1-score to provide a comprehensive 
measure of their performance. The results indicated 
that the Simple LSTM model with Word2Vec embed-
dings achieved an accuracy of nearly 91% and an F1-
score of 0.9024, outperforming all other model-em-
bedding combinations. The 1D convolutional model 
performed best without any embeddings, suggesting 
its ability to extract meaningful features from the raw 
text. The transformer-based models, BERT and Dis-
tilBERT, showed progressive learning but struggled 
with generalization, indicating the need for strategies 
such as early stopping, dropout, or regularization to 
prevent overfitting. Notably, the DistilBERT model 
consistently outperformed the LSTM model, achiev-
ing optimal performance with an accuracy of 96% and 
an F1-score of 0.9639 using a batch size of 32 and a 
learning rate of 4.00E-05.
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1. Introduction

In today's fast-paced tech-driven world, e-com-
merce stands out as a booming market. A 2022 
study by Morgan Stanley predicts substantial 
growth, with the market expected to soar from 
$3.3 trillion in 2022 to $5.4 trillion by 2026, 
showing a 13.1% compound annual growth 
rate. This growth is accompanied by an increas-
ing number of online shoppers and products. To 
build trust, companies have implemented re-
view systems on their platforms, enhancing the 
overall shopping experience. Reviews allow 
customers to provide feedback based on their 
personal experiences with products or services, 
which inform the purchasing decisions of oth-
er potential buyers. However, the prevalence 
of fake reviews poses a significant issue in the 
e-commerce sector, as customers may be incen-
tivized to post positive reviews to support the 
growth of businesses [1].
In fake review classification, discriminative 
machine learning methods are widely used to 
detect and remove deceptive content. These 
methods typically involve feature engineering, 
used to extract specific features from the text. 
Subsequently, classification algorithms, such 
as Support Vector Machines (SVM), Logistic 
Regression (LR), Naïve Bayes (NB), and De-
cision Trees (DT), were applied [2]. Although 
traditional ML methods can be effective under 
specific circumstances, they may encounter 
challenges when dealing with intricate patterns, 
extensive datasets, and high-dimensional fea-



66 M. Raheem and Y. C. Chong

ture spaces, potentially leading to less-than-op-
timal classification outcomes.
Conversely, deep learning (DL) approaches 
exhibited outstanding results in numerous nat-
ural language processing tasks, encompassing 
fake classification [3]. A key benefit of DL 
techniques is their capacity to manage intricate 
tasks and high-dimensional data more efficient-
ly, which leads to improved classification ac-
curacy and generalization [4]. Transfer learning 
is another approach that has gained prominence 
due to its potential to enhance the performance 
of DL models, mainly when dealing with a lim-
ited training set [5]. Transfer learning, utilizing 
pre-trained algorithms and refining them for 
specific tasks, allows models to benefit from 
prior knowledge, cutting down on training time 
and enhancing classification accuracy. This 
adaptability makes transfer learning an attrac-
tive option for fake reviews classification tasks, 
where the ever-evolving nature of deceptive 
content and the constant emergence of new 
techniques pose ongoing challenges to tradi-
tional ML and even DL methods [6].
This paper aims to investigate the impacts of 
various pre-trained embedding models on the 
performance of machine learning algorithms 
designed for the classification of fake reviews.

2. Literature Review

Researchers and e-commerce platforms have 
progressively developed a range of detection 
methodologies to address the negative conse-
quences of fake reviews. Initial approaches 
emphasized using supervised ML techniques, 
such as NB, SVM, and DT on online reviews 
[7]. The advancement of research in this area 
has led to the exploration of DL techniques, 
which enable automatic learning of features 
and pattern characteristics of fake reviews [8]. 
Subsequently, transfer learning methods have 
refined these techniques, enhancing their per-
formance and adaptability in detecting fake 
reviews across various domains and platforms 
[6].

2.1. Feature Engineering for Fake 
Classification

Feature engineering is vital in NLP, as it entails 
extracting significant features from text data, 
enhancing the results of ML models. Some of 
the feature engineering techniques in NLP in-
clude Bag-of-Words (BoW), Term Frequen-
cy-Inverse Document Frequency (TF-IDF), 
n-gram model, Part-of-Speech (POS) Tagging, 
and word embeddings [9].
BoW is a simple yet potent method for feature 
extraction from text. It generates a vector of 
word frequencies for each document, with each 
element representing a unique term in the cor-
pus. Despite its simplicity and computational 
efficiency, BoW suffers from several limita-
tions, such as the inability to capture word order 
and semantic relationships between words [10]. 
Moreover, [11] suggested using Distributed 
Memory (DM) and Distributed Bag of Words 
(DBOW) approaches to learn fixed-length 
numerical vectors for each email before fake 
email classification. The researchers contended 
that the combination of DM and DBOW mod-
els effectively captures both word order and the 
nuanced meaning and interpretation of the text.
TF-IDF enhances the BoW model by allocating 
weights to words in a document, considering 
their frequency and prevalence across the entire 
corpus. Terms of higher importance and spec-
ificity to a document receive greater weights, 
while common words receive lower weights. 
In [12], the authors proposed two strategies 
for multi-class fake email classification. First, 
for optimal results in terms of micro F1-score, 
the researcher recommended combining TF-
IDF with SVM, achieving a score of 95.39%. 
Second, using TD-IDF with NB for the most 
time-effective fake email classification, en-
abling email analysis in 2.13 ms.
N-grams refer to contiguous sequences of 
n-words within a given text. Utilizing n-grams 
as features can aid in capturing word patterns 
and dependencies that might signify the text's 
underlying meaning or structure. However, the 
primary drawback of n-grams is the resulting 
feature vectors' high dimensionality and spar-
sity. In [13], the N-gram method is applied to 
enhance the performance of the NB classifier 
for detecting unsolicited emails in Indonesian. 
The optimal solution was the 5-gram method, 
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2.2. Deep Learning Techniques for Fake 
Classification

In their study, [19] utilized CNN and LSTM 
models to differentiate fake and non-fake in-
stances of short text messages. These models 
were designed to work with text data and ex-
tracted features autonomously. The researchers 
tested their approach on a benchmark dataset 
and attained an impressive accuracy rate of 
99.44%. The researchers manually adjusted 
each parameter in the CNN model to identify 
the optimal parameter values for the proposed 
model. Initially, the researchers experimented 
with the model using a Stochastic Gradient De-
scent (SGD) optimizer. Next, the researchers 
used different optimization functions like Adam 
and RMSProp while keeping the remaining 
parameters at their default values. The Adam 
optimizer demonstrated superior performance, 
yielding the lowest loss during model training, 
and was therefore employed.
Subsequently, the researchers assessed mod-
el loss by varying feature map sizes (64, 128, 
and 256) and pooling window sizes (3, 4, and 
5) to determine the optimal values for the fea-
ture map and pooling windows. The highest 
performance was obtained with an activation 
map of “128” and a pooling kernel size of “5”. 
Besides, the study examined the model with 
various batch sizes and found the optimal batch 
size was “100”. The researchers also evaluat-
ed the model’s performance concerning mul-
tiple dropout rates, with the best performance 
achieved at a dropout value of 0.3. Ultimately, 
the researchers found that the optimal perfor-
mance was achieved when various n-gram ker-
nels were used simultaneously in combination 
with other identified settings.
Furthermore, authors of [20] employed Bi-
LSTM with CNN for fake email detection. 
Recurrent Neural Network (RNN) models are 
typically used to train sequential textual data, 
although they often require considerable time. 
Introducing a convolutional layer before the 
RNN layer significantly expedites the training 
process. Furthermore, the convolutional layer 
enables higher-level feature extraction. This 
layer uses filters to identify relationships be-
tween various sentences or paragraphs within 
a document. 

yielding the best accuracy score of 94% and an 
F-score of 94.2%. In [14] the authors employed 
word n-gram, character n-gram, and synthesis 
of variable-length n-grams for feature engineer-
ing in fake email classification. The researchers 
concluded that SVM with the synthesis vari-
able-length n-grams performed the best. The 
accuracy score of the model was 97.6%, while 
the F1 score was 94.9%.
POS tagging assigns grammatical labels (e.g., 
nouns, verbs, adjectives) to word content with-
in a text. POS tags and other syntactic features, 
such as parse trees and dependency relations, 
can offer valuable insights into a text's struc-
ture and grammatical properties. Paper [15] 
proposed a theoretical framework for identi-
fying fake entries on social media platforms, 
which integrated a combination of methods for 
selecting essential features from the text, such 
as POS tagging, TF-IDF, and Information Gain. 
These features were used alongside traditional 
ML classifiers for training. The study indicated 
that hybrid features led to more accurate clas-
sification than individual features. The authors 
of [16] suggested a hierarchical approach to 
classifying fake emails, initially dividing email 
contents into different divisions using POS tag-
ging based on voices and tenses. The study cat-
egorized tenses into three groups: past, present, 
and future, and identified two types of voices: 
active and passive.
Word2Vec and GloVe are common word em-
bedding techniques widely used in NLP tasks. 
They represent words as dense vectors that 
encode the meaning and structure of text in-
formation. Besides, Word2Vec and GloVe are 
pre-trained word embeddings that can serve as 
input for DL models. Word embeddings enable 
DL models to learn higher-level features and 
patterns from text. The research presented in 
[17] utilizes word embeddings to encode tweets 
as an alternative to feature engineering. This 
approach provides the benefit of a quicker and 
more straightforward implementation of bot 
detection systems. Finally, the results presented 
in [18] suggest incorporating GloVe word em-
bedding with CNN and a CNN-LSTM for fake 
SMS classification. The study attained satisfac-
tory accuracy rates of 93.88% and 92.34% for 
CNN GloVe and CNN-LSTM GloVe, respec-
tively.
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The researchers developed a model to classify 
email messages by combining Word embed-
ding, CNN, and Bi-LSTM blocks to analyze 
the emotional and sequential aspects of the 
text. They utilized Bi-LSTM due to its ability 
to consider preceding and subsequent sequenc-
es, which helps in understanding sentiment 
and sequence features better than basic LSTM. 
CNN was used to extract advanced features 
for Bi-LSTM, speeding up training. Word em-
bedding was chosen for its ability to represent 
words numerically while preserving semantic 
relationships. After 12 training iterations, the 
model achieved an accuracy of approximately 
98%-99% while reducing loss.
Paper [21] investigated the differences in perfor-
mance between LSTM and GRU by considering 
two dimensions: the magnitude of the training 
dataset and the varying lengths of textual con-
tent (either long or short). The study utilizes of-
ficial datasets provided by Yelp Inc. for the cor-
pus. In the context of model training speed, the 
GRU model demonstrates a 29.29% increase in 
speed compared to the LSTM model when pro-
cessing identical datasets. As for performance, 
the GRU model outperforms the LSTM model 
in cases of lengthy text and smaller datasets, 
while it lags in other scenarios. Considering the 
performance and computational power require-
ments, the performance-to-cost ratio for the 
GRU model surpasses that of the LSTM model, 
yielding improvements of 23.45% in accuracy 
and 26.95% in F1 score ratios.
Four datasets were used: long text/small dataset, 
long text/large dataset, short text/small dataset, 
and short text/large dataset. LSTM outperforms 
GRU, especially for long-text datasets. Howev-
er, in this study, GRU shows a higher perfor-
mance-cost ratio. It demonstrates 23.45% high-
er accuracy, 27.69% higher recall, and 26.95% 
higher F1 ratio compared to LSTM. This sug-
gests that, in certain situations, the GRU mod-
el may provide a more efficient solution when 
considering the balance between performance 
and computational resource usage. 
Research presented in [22] compared the re-
sults of four DL models in fake classification 
tasks, which consist of a Bidirectional LSTM 
model with 50-dimensional GLoVe embed-
dings, an LSTM model with 100-dimensional 
GLoVe embeddings, a hybrid model combining 

CNN, LSTM, Doc2Vec, and TF-IDF, and last-
ly, a BiLSTM model with an attention mecha-
nism and 100-dimensional GLoVe embeddings. 
Based on the study, the BiLSTM model with 
an attention mechanism and 100-dimensional 
GLoVe embeddings achieved the best train ac-
curacy of 99.18% and test accuracy of 90.25%. 
Research shows that Attention-Bidirectional 
LSTM effectively captures essential context in 
text using Bi-LSTM and Attention Networks. 
The Bi-LSTM operates at the word level, fol-
lowed by the attention layer to extract crucial 
word embeddings for sentence comprehen-
sion. These word representations are combined 
to form sentence embeddings, which, in turn, 
create document embeddings for text classifi-
cation.
Authors of [23] developed an approach for 
identifying fake reviews that combine bag-of-
n-grams and parallel CNNs to extract insights 
from text data. The authors utilized the n-gram 
embedding layer employing compact kernel 
dimensions, harnessing local context with the 
same computational effort needed for training 
CNNs. The CNN model accepts n-gram rep-
resentations as input and employs concurrent 
convolutional layers to derive more extensive 
feature embeddings from the textual content. 
Furthermore, the authors' fake review classifica-
tion strategy incorporates both language-based 
textual attributes and non-textual elements re-
garding the behavior of reviewers.
In the presented research, three models were 
combined using ensemble techniques. The ex-
periments showed that including local word 
sequences improves the model’s overall result. 
Additionally, the study indicated that employ-
ing a concurrent convolution layer extracts 
valuable information that can be combined in 
different ways to complement each other and 
enhance performance. Results show that the 
ensemble method attained a 92.42% accuracy 
score in the restaurant domain and a mean re-
call of 92.14%. On the other hand, the dataset 
in the hotel domain exhibited an accuracy rate 
of 91.66%, coupled with an average recall of 
91.67%.
Research presented in [24] aimed to improve 
the classification of fake reviews by creating 
two DL models that consist of BoW, word 
context, and consumer emotions. These mod-
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els learn document-level embeddings by em-
ploying n-grams, word embeddings, and lexi-
con-based emotion indicators. To establish the 
efficacy of the proposed detection algorithm, 
the authors conducted a comparative analysis 
of their classification performance against sev-
eral contemporary methods for detecting fake 
reviews. The developed systems delivered im-
pressive outcomes on all datasets, irrespective 
of sentiment polarity or product category.
The study highlights the importance of em-
ploying advanced high-dimensional models 
to improve upon existing methods for detect-
ing fraudulent reviews. Through experiments 
on four datasets, the suggested models out-
performed baseline approaches and advanced 
methods in accuracy, AUC, and F-score. The 
integrated models showed superior effective-
ness, particularly with larger datasets contain-
ing combined polarity. Researchers utilized 
pre-trained word representations and diverse 
emotion representations to achieve optimal per-
formance in this scenario. 
The authors of [25] presented a Self-Atten-
tion-based CNN Bi-LSTM (ACB) model as an 
alternative to a shallow ML-based model for 
detecting fake reviews. The ACB model eval-
uates the significance of individual words in 
a sentence and detects potential fake cues in 
the document using an attention mechanism. 
The ACB model acquires sentence encoding 
through a CNN layer and retrieves higher-level 
n-gram characteristics. Subsequently, the sen-
tence embeddings emerged with a Bi-LSTM 
as document attribute representations.  Finally, 
fake reviews are detected by considering con-
textual information. The experimental results 
were evaluated and compared to other variants, 
demonstrating that the ACB model outperforms 
them regarding classification accuracy.
Figure 3 displays the suggested hierarchical 
neural network structure constructed using the 
TensorFlow framework and Keras APIs. The 
architecture encompasses a word embedding 
layer, a self-attention mechanism, and a dense 
layer. The input layer is designed to handle a 
sentence comprising 150 words, where each 
word is passed through the word embedding 
layer and transformed into a 300-dimensional 
feature representation. This resulted in a 150 by 
300-word vector matrix representing semantic 

proximity and associations among words. The 
well-known Word2Vec model is utilized for 
word embedding in the study, as it maintains 
the syntactic and semantic connections between 
words.

2.3. Transfer Learning in NLP

Transfer learning has become popular in NLP 
tasks, such as fake detection, as it leverages 
pre-trained models to achieve better results on 
target tasks with limited training data. BERT 
and RoBERTa are two prominent models to uti-
lize transfer learning techniques and success-
fully apply them to fake content detection. This 
section discusses the application of BERT and 
RoBERTa and explores the differences between 
various model variants.
Authors of [26] aimed to enhance the results of 
fake review classification by using the BERT 
model to extract word representations from re-
view texts. First, a sentence is broken down into 
its words. Each word is then input into the BERT 
model to generate word representations. These 
representations are collected for all the words 
in the sentence. All the embeddings of the sen-
tence are combined to create a more extensive 
embedding that represents the entire sentence. 
This process is applied to a hotel dataset. Once 
all the large embeddings of all reviews and their 
corresponding labels are obtained, they are fed 
into the classification models for training and 
testing, using an 80:20 training/testing data ra-
tio. A total of six shallow ML models are being 
utilized, namely SVM, Random Forest, Bag-
ging, k-Nearest Neighbour (KNN), AdaBoost, 
and NB classifier. Finally, a confusion matrix 
was used to evaluate the results. The study 
found that SVM classifiers generated the high-
est accuracy score of 87.81%, 7.6% higher than 
the benchmark model of 80.75%. Besides, the 
SVM classifiers attained an F1-score of 88%, 
compared to the benchmark model of 80%. 
Besides, [27] proposed a fake detection method 
that leverages the BERT model for word em-
beddings and shallow ML algorithms to catego-
rize emails as either genuine or fake. The email 
content was input into the BERT model to gen-
erate word embeddings. Consequently, four ML 
classification techniques were utilized to classi-
fy the embeddings into genuine or fake groups. 
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The researchers employed the four fake classi-
fiers: SVM, LR, random forest, and KNN. Two 
publicly available datasets are used to examine 
the proposed model. Dataset 1, the Enron-Fake 
dataset, was initially issued by [28]. Dataset 2 
is a ham and fake email published by [29]. The 
study found that the LR classifier performed 
best on the two datasets. The F1 score for the 
LR model in Dataset 1 was 0.9784, while the 
F1 score in Dataset 2 was 0.9592.
In [30] the authors conduct an in-depth analysis 
of fake review detection using the BERT lan-
guage model. The researchers applied the BERT 
model to publicly available online reviews like 
hotel, restaurant, doctor, and Yelp reviews. Im-
plementing the fine-tuned BERT model, the 
researchers generated a superior performance 
compared to existing detection models. 
The BERT model has achieved an accuracy 
score of 91% on the hotel, restaurant, and doc-
tor reviews. Besides, for the imbalanced Yelp 
restaurant reviews dataset, the model achieved 
a 73% accuracy score. The researcher found no 
significant distinction between Cased BERT 
and Uncased BERT regarding fake review de-
tection in the study. The findings indicated that 
the BERT model does not depend significantly 
on the text’s stylistic features.
Additionally, the researchers discovered that a 
fine-tuned BERT, which has adjusted weights 
in its layers, outperformed a non-fine-tuned 
version. Therefore, the researchers recommend-
ed fine-tuning BERT layers for domain-specif-
ic applications to achieve optimal fake review 
identification. The study also revealed that 
training for only 2 to 4 iterations is adequate, 
as the BERT model tends to overfit beyond 
that point. Besides, the researchers found that 
increasing the dropout rate has no impact on 
the overall performance. Thus, the researchers 
advised utilizing a maximum of 4 epochs and 
a dropout factor of 0.1 for the fake content de-
tection task. The researchers concluded that su-
perior performance could be achieved on both 
datasets by effectively fine-tuning the BERT 
model. 
Paper [31] proposed using BERT, RoBERTa, 
ALBERT, and DistilBERT to classify fake re-
views to address the constraints associated with 
shallow ML and DL models. Each model’s ef-
fectiveness was assessed utilizing an accuracy 

score and weighted F1 score. The results re-
vealed that the classifier built using RoBERTa 
surpassed the performance of the baseline mod-
el, demonstrating superior capability in detect-
ing fake reviews among all the models assessed.
According to the researchers, when utilizing 
50% of the dataset for training, BERT attained 
an accuracy rate of 67% and a weighted F1 
score of 67%. The researchers have found that 
the performance is relatively lower than the 
benchmark studies because classifying ground-
truth reviews from diverse domains is complex. 
Many researchers utilize filtered variations of 
Yelp datasets that focus on specific domains, 
such as restaurants in a particular city. In con-
trast, the models developed in this study are 
more generic as they are trained on data from 
multiple domains, which adds to their complex-
ity and potential impact on performance.
Besides, the researcher found that the fine-tuned 
DistilBERT attained an accuracy score of 68% 
and a weighted F1-score of 68%, which outper-
forms BERT in detecting fake reviews. Among 
all the models developed for fake review detec-
tion, the model constructed by fine-tuning Ro-
berta exhibited the best results, with an accura-
cy of 69% and an F1-score of 0.69. On the other 
hand, the ALBERT attained the lowest perfor-
mance. The accuracy score of the ALBERT was 
64% and the F1 score was 0.63.
Authors of [32] recently investigated detecting 
fake emails utilizing a fine-tuning approach on 
BERT. Specifically, the bert-base-case was em-
ployed in the study. The bert-base-case model 
was trained on English Wikipedia and Book-
Corpus, with 2.5 billion and 800 million words 
respectively. The performance of the BERT 
model was then compared to other models such 
as KNN, NB, and Bi-LSTM. The study used 
Bi-LSTM as the baseline model. Dataset 1 was 
the Fakebase dataset collected from the UCI 
machine learning repository [33], while Data-
set 2 was the Fake filter dataset collected from 
Kaggle [34]. The study revealed that bert-base-
case model achieved the best performance, with 
98.67% as the accuracy score, and 98.66% as 
the F1 score. 
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3. Methodology

3.1. Data Understanding

The data collection for this research was exe-
cuted utilizing the publicly accessible Yelp Re-
views dataset. The dataset comprises 40,432 
instances of review data, spanning across 10 
distinct categories. It maintains class balance, 
with an equal division of 20,216 computer-gen-
erated ("CG") reviews and 20,216 original re-
views ("OR"). However, due to restrictions in 
time and computational resources, only a subset 
of 10,100 observations is utilized in this study.
Table 1 offers an elucidative overview of these 
attributes, critical to the subsequent analysis. 
This includes information such as the product 
category, the user-assigned numerical rating, 
the classification of the review (whether it's 
computer-generated or original), and the textu-
al content of the review itself. These attributes 
lay the foundation for the ensuing comprehen-
sive examination and the creation of a predic-
tive model tasked with discerning the features 
of various types of reviews.

3.2. Data Preparation

Data preprocessing is an indispensable phase 
where data is carefully tailored to ensure co-
herence with the criteria set forth by the study. 
This phase involves data exploration, cleaning, 
transformation, and reduction.
The initial analysis of the accumulated data 
was executed to identify variables that would 
be most suitable for fake review classification. 

Certain variables, such as customer ratings and 
categories, are primarily employed for explor-
atory purposes, thereby enhancing comprehen-
sion of the dataset. In contrast, variables such as 
review text and labels are harnessed as primary 
inputs for fake review classification models.

3.2.1. Punctuation Removal 

Punctuation removal is a critical pre-processing 
step in the NLP pipeline. Punctuation marks in 
text data such as exclamation points, commas, 
and periods are irrelevant for deep learning 
models. By removing these punctuation marks, 
customers’ review text data is simplified into 
a format that is more conducive to perform-
ing fake review classification tasks with deep 
learning models.

3.2.2 Stopwords Removal

Stopwords are common words such as "the", 
"is", and "and", which while integral to human 
language, do not contribute significantly to the 
semantic value of a text from a machine learn-
ing perspective. Their high frequency of occur-
rence can skew the distribution of words and 
potentially distract the model from more con-
textually meaningful words. By removing these 
stopwords, we can focus our machine-learning 
algorithms on words that are more likely to be 
indicative of sentiments or classification cate-
gories. Thus, stopword removal enhances the 
effectiveness of our models in tasks such as 
sentiment analysis and fake review detection by 
reducing noise and emphasizing content-carry-
ing words.

Table 1. Metadata.

No. Attribute Description

1 Category Represents the category of the product which the review is about.

2 Rating Represents the numerical rating given by the user in their review.

3 Label Represents the label assigned to the review. 'CG' represents computer-generated  
reviews, while 'OR' represents original reviews. 

4 Review Represents the text of the review written by the user. It contains the user's detailed 
opinion about the product
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3.2.3. Lemmatization

This process involves reducing words to their 
base or dictionary form, also known as their 
lemma. For instance, the words "running", 
"runs", and "ran" are all lemmatized to the 
root word "run". The primary advantage of 
lemmatization lies in its ability to handle dif-
ferent grammatical forms of a word as a sin-
gle entity, thereby reducing the complexity of 
the text data. As a result, lemmatization aids in 
consolidating the feature space and enhancing 
the learning efficiency of our machine-learning 
models. This normalization process is instru-
mental in improving the performance of tasks 
such as sentiment analysis and fake review de-
tection by streamlining the textual input. 

3.2.4. Tokenization

Tokenization involves breaking down the text 
into smaller units, referred to as tokens, which 
are typically individual words or terms. Toke-
nization converts raw text data into a format 
that machine learning algorithms can analyze 
more effectively. By treating each word as a 
separate token, we allow our model to under-
stand and learn the significance of individual 
words within the context of the text. This pro-
cess enables the efficient extraction of features 
from the textual data, which is crucial for tasks 
such as sentiment analysis and fake review de-
tection. Hence, tokenization aids in translating 
unstructured text into a structured format that 
facilitates more accurate and insightful compu-
tational text analysis. 

3.3. Modelling

The role of pre-trained word embedding mod-
els in this study is pivotal, providing a way to 
transform raw text into meaningful, dense vec-
tor representations for further computational 
analysis. These models have been trained on 
extensive language data and offer the ability 
to transfer language understanding to specif-
ic tasks. The process entails converting words 
into numerical vectors, where the vector's mag-
nitude and direction carry semantic meanings. 
This section outlines the three pre-trained word 
embedding models used in this study: Word-
2Vec, GloVe, and FastText.

3.3.1. Word2Vec

Word2Vec, developed by [35] at Google, is one 
of the pioneering techniques in the domain of 
word embeddings. It employs neural networks 
to learn word associations from a large corpus 
of text and then creates a vector for each unique 
word in the training corpus. These vectors cap-
ture contextual and semantic similarities among 
words; words that appear in similar contexts 
tend to have similar vectors. In this study, a 
Word2Vec model is trained on the review text, 
producing a 50-dimensional vector represen-
tation for each word, which will subsequently 
feed into the deep learning models.

3.3.2. Global Vectors for Word  
Representation (GloVe)

GloVe, developed by [36] at Stanford Univer-
sity, is another prominent word embedding 
technique. Unlike Word2Vec, which primari-
ly learns from local linguistic context, GloVe 
builds word vectors by aggregating global 
word-word co-occurrence statistics from a cor-
pus, and it is designed to capture both semantic 
and syntactic meanings. A pre-trained GloVe 
model is leveraged in this study to transform 
words in the review text into 50-dimensional 
vectors, which will be used for model training.

3.3.3. FastText

FastText, developed by Facebook's AI Research 
lab, enhances the Word2Vec model by taking 
into account subword information, making it 
highly effective for languages rich in morphol-
ogy or in handling out-of-vocabulary words 
[37]. By expressing each word as an aggrega-
tion of character n-grams, FastText can pro-
duce improved word embeddings for rare and 
misspelt words. In this study, a FastText model 
is trained on the review text, yielding a 50-di-
mensional vector representation for each word. 
These word vectors are then utilized as inputs 
to the subsequent deep-learning models.
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3.4. Implementation

In this study, a variety of pre-trained word em-
bedding models were integrated with different 
deep-learning models. The goal was to discover 
the optimal combination of pre-trained embed-
dings and deep learning models. Additionally, 
transformer-based models such as BERT and 
DistilBERT are also deployed. For the BERT 
model, 'Bert-base-uncased' is used for both the 

tokenizer and the model, while for DistilBERT, 
'distilbert-base-uncased' is used for both the to-
kenizer and the model. Following the evalua-
tion of the results, the best-performing model 
was selected for hyperparameter tuning.
Table 2 illustrates the combinations of various 
deep learning architectures and pre-trained em-
beddings used in this study, while Table 3 pro-
vides an overview of the transformer models 
and their corresponding tokenizers.

Table 2. Deep Learning Architectures and Pretrained Embeddings Used.

No. Model Type Model Pretrained Embeddings

1 Pretrained Word Embeddings + Deep Learning Models LSTM Learned embeddings (Keras)

2 Pretrained Word Embeddings + Deep Learning Models LSTM Word2Vec pre-trained embeddings

3 Pretrained Word Embeddings + Deep Learning Models LSTM GloVe pre-trained embeddings

4 Pretrained Word Embeddings + Deep Learning Models LSTM FastText pre-trained embeddings

5 Pretrained Word Embeddings + Deep Learning Models CNN Learned embeddings (Keras)

6 Pretrained Word Embeddings + Deep Learning Models CNN Word2Vec pre-trained embeddings

7 Pretrained Word Embeddings + Deep Learning Models CNN GloVe pre-trained embeddings

8 Pretrained Word Embeddings + Deep Learning Models CNN FastText pre-trained embeddings

9 Pretrained Word Embeddings + Deep Learning Models Hybrid  
CNN+LSTM Learned embeddings (Keras)

10 Pretrained Word Embeddings + Deep Learning Models Hybrid  
CNN+LSTM Word2Vec pre-trained embeddings

11 Pretrained Word Embeddings + Deep Learning Models Hybrid  
CNN+LSTM GloVe pre-trained embeddings

12 Pretrained Word Embeddings + Deep Learning Models Hybrid  
CNN+LSTM FastText pre-trained embeddings
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4.1. Model Results for 1-Layer Simple 
LSTM with 10 Epochs

A 1-layer simple LSTM model was first trained 
for 10 epochs. As shown in Table 4, the results 
indicate that the use of Word2Vec embeddings 
achieved the highest accuracy and F1 score, 
with values of 0.894 and 0.891, respectively. 
This is followed by FastText embeddings (ac-
curacy 0.888 and F1-score 0.890), GloVe em-
beddings (accuracy 0.862 and F1-score 0.868), 
and lastly, the scenario without any embeddings 
(accuracy 0.774 and F1-score 0.774).

4.2. Model Results for 1-Layer Simple 
LSTM with 20 Epochs

Increasing the training duration to 20 epochs 
for the 1-layer simple LSTM model led to an 
overall improvement in performance across all 
types of embeddings. The model with Word-
2Vec embeddings again outperformed the oth-

4. Experimental Results

The evaluation of the machine learning models 
utilized in this study was conducted based on 
two key metrics: accuracy and F1-score. The 
accuracy is a measure of the proportion of cor-
rect predictions made by the model, while the 
F1-score provides a balanced measure of pre-
cision (the proportion of true positive results 
among all positive predictions) and recall (the 
proportion of true positive results found in the 
total actual positive instances). The F1 score is 
particularly useful in situations where the data 
might be imbalanced. For each model, different 
types of embeddings were tested: Word2Vec, 
GloVe, FastText, and scenarios with Keras em-
beddings. These embeddings are vector repre-
sentations of words, which capture semantic 
meanings and relationships between words. 
Word2Vec, GloVe, and FastText are popular 
pre-trained word embeddings used in natural 
language processing tasks.

Table 3. Transformer Models and Their Corresponding Tokenizers.

No. Model Type Model Tokenizer and Model

1 Transformer-based Models BERT bert-base-uncased

2 Transformer-based Models DistilBERT distilbert-base-uncased

Table 4. Model Results for 1-Layer Simple LSTM (10 Epochs).

Model Embeddings Accuracy F1-Score

1-Layer Simple LSTM (10 Epochs) Keras 0.7738 0.7737

1-Layer Simple LSTM (10 Epochs) Word2Vec 0.8941 0.8911

1-Layer Simple LSTM (10 Epochs) GloVe 0.8619 0.8682

1-Layer Simple LSTM (10 Epochs) FastText 0.8881 0.8902
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ers, achieving an accuracy of 0.905 and an 
F1-score of 0.902. This was followed by Fast-
Text embeddings (accuracy 0.897 and F1-score 
0.895), GloVe embeddings (accuracy 0.855 and 
F1-score 0.862), and the model without embed-
dings (accuracy 0.800 and F1-score 0.780) as 
shown in Table 5.

4.3. Model Results for 1D Convolutional 
Model with 20 Epochs and Early 
Stopping

The performance of a 1D Convolutional model 
trained for 20 epochs and early stopping was 
also evaluated. In this case, the model with-
out embeddings achieved the highest accuracy 
(0.874) and F1 score (0.872). However, the per-
formance of the model with Word2Vec embed-
dings was very close, with an accuracy of 0.870 

and an F1-score of 0.864. The models with 
GloVe and FastText embeddings had slightly 
lower performance, as shown in Table 6.

4.4. Model Results for Hybrid CNN+LSTM 
Model with 20 Epochs

Lastly, a model combining CNN and LSTM 
was trained for 20 epochs with early stopping to 
avoid model overfitting. The performance was 
similar across all types of embeddings, with the 
model using Word2Vec embeddings achieving 
the highest accuracy (0.879) and the model 
without embeddings achieving the highest F1-
score (0.879). The CNN+LSTM model using 
FastText embeddings outperformed the others, 
reaching an accuracy score of 0.8851 and an F1 
score of 0.8838 as shown in Table 7.

Table 5. Model Results for 1-Layer Simple LSTM (20 Epochs).

Model Embeddings Accuracy F1-Score

1-Layer Simple LSTM (20 Epochs) Keras 0.8005 0.7797

1-Layer Simple LSTM (20 Epochs) Word2Vec 0.9054 0.9024

1-Layer Simple LSTM (20 Epochs) GloVe 0.8554 0.862

1-Layer Simple LSTM (20 Epochs) FastText 0.8965 0.8951

Table 6. Model Results for 1D Convolutional Model (20 Epochs).

Model Embeddings Accuracy F1-Score

1D Convolutional Model (20 Epochs) Keras 0.8738 0.8717

1D Convolutional Model (20 Epochs) Word2Vec 0.8703 0.8642

1D Convolutional Model (20 Epochs) GloVe 0.8629 0.8657

1D Convolutional Model (20 Epochs) FastText 0.8386 0.8191
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4.5. Results for BERT Model

The BERT model was trained for 10 epochs. The 
training accuracy consistently increased from 
0.9181 in the first epoch to a high of 0.9974 
by the ninth epoch, indicating that the model 
was learning well from the training dataset. 
The validation accuracy fluctuated somewhat, 
peaking at 0.9525 in the third and sixth epochs, 
then slightly decreasing, ending at 0.9421 in the 
tenth epoch.
However, the validation loss, which is a mea-
sure of error on the validation dataset, demon-
strated increased variability. It started low at 
0.1360 in the first epoch, hit its lowest point 
at 0.1270 in the fourth epoch, and then consis-
tently increased, ending at 0.3326 in the tenth 
epoch. This pattern suggests some overfitting 
might be occurring, as the model is perform-
ing better on the training data but increasingly 
worse on the unseen validation data.

4.5.1. Results for DistilBERT Model

The DistilBERT model was trained for 10 ep-
ochs. The training accuracy increased consis-
tently from 0.9137 in the first epoch to a high 
of 0.9989 by the ninth epoch. This indicates 
that the model was progressively learning from 
the training dataset over time. However, in the 
tenth epoch, there was a slight decrease in ac-
curacy to 0.9969. The validation accuracy also 
increased throughout the training process, with 
the maximum value of 0.9619 observed in the 
sixth epoch. After that, despite a few fluctua-

tions, the accuracy stayed relatively high, in-
dicating the model's good generalization per-
formance on unseen data. The validation loss, 
which is a measure of error on the validation 
dataset, displayed more volatility. It started at 
0.1231 in the first epoch, reached its lowest at 
0.1173 in the eighth epoch, and then spiked sig-
nificantly in the ninth epoch to 0.3227, ending 
at 0.2625 in the tenth epoch. This pattern could 
indicate overfitting in the latter stages of train-
ing, as the model performs well on the training 
data, but its performance worsens on the unseen 
validation data.

4.5.2. Results from Hyperparameter Tuning

For the LSTM model, four configurations 
with different numbers of layers (2 and 3) 
and dropout rates (0.1 and 0.2) were tested as 
shown in Table 8. The highest accuracy and F1-
score (0.8950 and 0.8964, respectively) were 
achieved when the model was configured with 
three layers and a dropout rate of 0.1.
In the case of DistilBERT, four distinct sets of 
hyperparameters involving batch sizes (16 and 
32) and learning rates (4.00E-05 and 5.00E-05) 
were tested as given in Table 9. The model per-
formed the best with a batch size of 32 and a 
learning rate of 4.00E-05, achieving accuracy 
and an F1-score of 0.9639. It is worth noting 
that despite different configurations, the Dis-
tilBERT model consistently outperformed the 
LSTM model across all the configurations test-
ed.

Table 7. Model Results for CNN+LSTM (10 Epochs).

Model Embeddings Accuracy F1-Score

CNN+LSTM (20 Epochs) Keras 0.8777 0.8795

CNN+LSTM (20 Epochs) Word2Vec 0.8792 0.8725

CNN+LSTM (20 Epochs) GloVe 0.8738 0.8791

CNN+LSTM (20 Epochs) FastText 0.8851 0.8838
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5. Discussions

5.1. Discussion on Results from Deep 
Learning Models

The 1-layer Simple LSTM model with Word-
2Vec embeddings outperformed all other mod-
el-embedding combinations in terms of both 
accuracy and F1-score when trained for 20 ep-
ochs. This suggests that Word2Vec embeddings 
may capture the semantic relationships between 
words in the e-commerce reviews more effec-
tively than the other tested embeddings. The 
fact that the model performance improved from 
10 epochs to 20 epochs for the Word2Vec em-
beddings indicates that further training can po-
tentially enhance model performance. 
Interestingly, the model with Keras embeddings 
also showed improvement from 10 to 20 ep-
ochs, although its performance was noticeably 

lower than the models utilizing word embed-
dings. This could imply that, while pre-trained 
embeddings offer a significant boost, the mod-
els are still capable of learning useful repre-
sentations from raw data given enough train-
ing time. The FastText embeddings performed 
comparably to Word2Vec, particularly when 
used with the LSTM model. This similarity in 
performance could be due to FastText's ability 
to generate embeddings for out-of-vocabulary 
words, which can be advantageous when deal-
ing with user-generated content like product re-
views. The GloVe embeddings performed well 
with the LSTM and the CNN+LSTM models 
but were slightly outperformed by Word2Vec 
and FastText embeddings. This may be attribut-
ed to the different methodologies used to train 
these embeddings, with GloVe focusing on ag-
gregating global word-word co-occurrence sta-
tistics from a corpus, and Word2Vec and Fast-
Text learning from local context windows.

Table 8. Results from Hyperparameter Tuning the LSTM Model.

Model
Hyperparameter Evaluation Metrics

Number of Layers Dropout Accuracy F1-Score

1 2 0.1 0.8822 0.8858

2 2 0.2 0.8842 0.8879

3 3 0.1 0.8950 0.8964

4 3 0.2 0.8896 0.8915

Table 9. Results from Hyperparameter Tuning in DistilBERT Model.

Model
Hyperparameter Evaluation Metrics

Batch Size Learning Rate Accuracy F1-Scores

1 16 4.00E-05 0.9406 0.9405

2 16 5.00E-05 0.9559 0.9559

3 32 4.00E-05 0.9639 0.9639

4 32 5.00E-05 0.9569 0.9569
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The 1D convolutional model, while less perfor-
mant than the LSTM-based models, still demon-
strated respectable results. Its highest perfor-
mance was achieved without any embeddings, 
which is an interesting observation that might 
suggest the model's ability to extract meaning-
ful features from the raw text. The combined 
CNN+LSTM model achieved its best perfor-
mance with FastText embeddings, showing the 
potential benefit of combining different mod-
el architectures and embeddings. This hybrid 
approach could capture both the local features 
(via CNN) and the long-term dependencies (via 
LSTM) in the text data.

5.2. Discussion on Results from 
Transformer-Based Models

In the study, two models, BERT and Distil-
BERT, were trained over 10 epochs. For BERT, 
training accuracy increased consistently while 
validation accuracy showed slight fluctuations. 
The validation loss hinted at overfitting. A sim-
ilar pattern was observed for DistilBERT, with 
progressive learning evident in increasing train-
ing accuracy, and a high but fluctuating valida-
tion accuracy. The validation loss was initial-
ly decreasing but began to spike towards the 
end, again suggesting overfitting. Both models, 
while showing high aptitude in learning train-
ing data, struggled to generalize this learned 
information to unseen data, as revealed by in-
creasing validation loss and fluctuating vali-
dation accuracy. This analysis underscores the 
importance of strategies like early stopping, 
dropout, or regularization to improve model 
performance by preventing overfitting.

5.3. Discussion on Results from 
Hyperparameter Tuning

In hyperparameter tuning for LSTM and Dis-
tilBERT models, different configurations were 
tested. For LSTM, the best results (0.8950 ac-
curacy, 0.8964 F1-score) were attained with 3 
layers and a 0.1 dropout rate. However, despite 
varying configurations, DistilBERT consis-
tently outperformed LSTM. Its optimal per-
formance (0.9639 accuracy and F1-score) was 
achieved with a batch size of 32 and a learning 
rate of 4.00E-05. These results affirm the supe-

riority of DistilBERT in this context and sug-
gest potential hyperparameters for future tuning 
and model development. 

6. Conclusion

This research has conducted an extensive eval-
uation of various deep learning models and 
word embeddings for the detection of fake re-
views in the e-commerce sector. The analysis 
has considered LSTM, 1D convolutional, and 
combined CNN+LSTM models, in conjunction 
with Word2Vec, GloVe, FastText, Keras, and 
transformer-based models like BERT and Dis-
tilBERT.
The 1-layer Simple LSTM model with Word-
2Vec embeddings emerged as a strong perform-
er, achieving superior accuracy and F1-score 
results after 20 epochs of training. Word2Vec 
embeddings may capture the semantic rela-
tionships between words in the e-commerce 
reviews more effectively than other tested em-
beddings. Additionally, the study found that 
models are capable of learning useful repre-
sentations from raw data given enough train-
ing time, as evidenced by the performance 
improvement of the model with Keras embed-
dings. FastText embeddings also performed 
comparably to Word2Vec, particularly when 
used with the LSTM model. This could be due 
to FastText's ability to generate embeddings 
for out-of-vocabulary words, a critical feature 
when dealing with user-generated content. In 
contrast, GloVe embeddings were slightly out-
performed by Word2Vec and FastText, possibly 
due to their different training methodologies. 
Although the 1D convolutional model was less 
performant than the LSTM-based models, it 
still demonstrated decent results. Interestingly, 
its best performance was achieved without any 
embeddings. The combined CNN+LSTM mod-
el achieved its best performance with FastText 
embeddings, showcasing the potential benefit 
of hybrid model architectures.
As for transformer-based models, both BERT 
and DistilBERT showed progressive learning 
in increasing training accuracy but struggled 
with generalization, as indicated by fluctuating 
validation accuracy and increasing validation 
loss. This highlights the importance of strate-
gies like early stopping, dropout, or regulariza-
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tion to prevent overfitting. In terms of hyperpa-
rameter tuning, the best results for the LSTM 
model were achieved with three layers and a 0.1 
dropout rate. However, DistilBERT consistent-
ly outperformed LSTM, reaching its peak per-
formance with a batch size of 32 and a learning 
rate of 4.00E-05.
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