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The prediction of power output from photovoltaic 
generation clusters is crucial for optimizing the dis-
patch of regional photovoltaic generation. Enhanc-
ing the accuracy of power prediction for photovolta-
ic power plant clusters requires the segmentation of 
distributed photovoltaic systems into clusters. This 
paper proposes a method for partitioning distributed 
photovoltaic clusters using a multiobjective genetic 
algorithm NSGA-II, with spatial distance modularity 
and electricity similarity as optimization objectives to 
determine the optimal cluster partitioning scheme. The 
numerical examples and experimental results of the 
case analysis demonstrate a significant improvement 
in the convergence speed of the prediction system 
when employing the clustering partitioning method. 
This cluster segmentation algorithm significantly re-
duces the complexity and investment cost of the pre-
diction system.
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1. Introduction

The output of photovoltaic generation is influ-
enced by meteorological factors such as actual 
irradiance, temperature, wind speed, and hu-
midity, resulting in intermittent, random, and 
fluctuating behavior [1]. With the promotion of 
photovoltaics throughout the county, a substan-
tial number of photovoltaic systems on the user 
side of the power grid are being connected to 

the distribution network. This trend leads to two 
distinct modes of photovoltaic power genera-
tion: (1) large-scale decentralized development, 
low-voltage connection, and local consump-
tion, and (2) large-scale centralized develop-
ment, medium and high voltage connection, and 
high-voltage long-distance transmission and 
reception [2]. Since these developments will 
profoundly impact the power system, accurate 
prediction of PV power output is essential for 
power system administrators to adjust the gener-
ation plan of PV power plants or develop on-site 
PV consumption strategies in advance, thereby 
achieving balanced grid dispatch.
Based on historical output data, numerical 
weather prediction (NWP) data, and actual me-
teorological data, a photovoltaic power predic-
tion model is established to forecast future pho-
tovoltaic output power. Currently, photovoltaic 
power forecasting can be categorized into cen-
tralized photovoltaic forecasting and distribut-
ed photovoltaic forecasting [3]. 
In the early stages of photovoltaic (PV) tech-
nology development, large-scale centralized 
PV power plants were the primary focus. These 
centralized PV farms are typically located in 
remote areas such as deserts or open farmland, 
where abundant sunlight resources are avail-
able. Centralized PV plants require substantial 
land areas and a unified grid connection, rely-
ing on centralized generation and transmission 
systems to deliver electricity. While centralized 
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PV systems can provide large-scale clean ener-
gy, they depend on long-distance transmission, 
leading to power loss and higher grid stabili-
ty requirements. This is particularly challeng-
ing in regions with significant fluctuations in 
power demand, where centralized systems may 
struggle to respond flexibly. 
In contrast, distributed PV systems enable users 
to generate and consume their own electricity, 
and any surplus power can be fed back into the 
grid through small-scale grid connections, en-
hancing both system flexibility and cost-effi-
ciency. This model effectively reduces reliance 
on long-distance transmission, minimizing 
transmission losses and costs. 
For centralized PV forecasting, the primary 
methods include direct methods and data-driv-
en methods. In recent years, big data and artifi-
cial intelligence techniques such as component 
decomposition, clustering, and neural networks 
[4-6] have gained significant attention. These 
methods leverage additional information like 
satellite and ground-based cloud images to en-
hance the accuracy of ultrashort-term forecasts. 
In distributed photovoltaic forecasting, the cen-
tralized photovoltaic forecasting approach can 
serve as a reference. However, there are nota-
ble disparities between distributed photovoltaic 
stations and centralized photovoltaic stations 
concerning data availability and predictability. 
Existing centralized photovoltaic forecasting 
models rely on local data with consistent spa-
tiotemporal resolution, including actual mea-
surements, forecasts, weather, and electrical 
data. Yet, a considerable portion of distributed 
photovoltaic systems lack such comprehen-
sive data conditions. For instance, over 80% of 
household photovoltaic installations connected 
to low-voltage distribution networks possess 
only measured irradiance and NWP data, along 
with daily electricity consumption data from 
the electricity distribution marketing system, 
making it challenging to directly replicate ma-
ture technological approaches [7]. Due to data 
limitations, distributed photovoltaic systems 
are unable to conduct high-level short-term 
forecasting akin to centralized photovoltaic in-
stallations. An effective approach involves ag-
gregating all photovoltaic stations with similar 
characteristics into a single large photovoltaic 

station, where the equivalent photovoltaic sta-
tion can perform power prediction.
Currently, the utilization of clustering algo-
rithms to partition distributed photovoltaic sta-
tion clusters [8] represents one of the conven-
tional methods, which primarily encompasses 
the following approaches:
a) The K-means clustering algorithm [9] iter-

atively identifies clustering centers, assign-
ing data points to their nearest centroids. To 
address the challenge of rapid photovoltaic 
power fluctuations, Tai et al. [10] proposed 
an index-weighted K-means++ algorithm. 
This method focuses on optimizing eco-
nomic utilization and coordinated control 
of distributed resources. By computing the 
weighted Euclidean distance matrix, it ef-
fectively groups resources and minimizes 
regulation costs, thereby mitigating the 
impact of power fluctuations through re-
source aggregation. Wu et al. [11] utilized 
an improved K-means++ algorithm to 
aggregate a significant portion of distrib-
uted photovoltaic resources into distinct 
clusters. They constructed an aggrega-
tion-peak regulation-decomposition model 
to tackle optimization challenges in power 
system peak regulation. Additionally, stud-
ies [12] have combined the K-means clus-
tering algorithm with the gravity model to 
propose an enhanced clustering model for 
load clustering, optimizing demand-side 
resources efficiently. In other research 
[13], the improved K-means clustering 
method was employed to determine power 
generation states and establish uncertainty 
models for wind and photovoltaic power 
generation, selecting an appropriate prob-
ability density function for fitting. Fur-
thermore, considering electrical distance, 
cluster power balance, and cluster size, a 
comprehensive cluster partition index sys-
tem was proposed, and the K-means algo-
rithm was enhanced by integrating the gray 
wolf optimization algorithm with the Levy 
flight strategy for cluster partitioning [14]. 
Chen et al. [15] improved the K-means 
clustering algorithm using the gray wolf 
optimization algorithm to analyze datasets 
containing output values of photovoltaic 
power stations and environmental param-
eters, aiming to achieve the best dynamic 
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tive power, is proposed. Recognizing the 
complexity of the centralized voltage 
control method and the time-consuming 
nature of traditional partitioning methods 
[22], the authors first analyze the impact 
of active and reactive power on distribu-
tion network voltage post-installation of 
distributed photovoltaic power. Then, the 
authors of the study employ combined sen-
sitivity as electrical distance to determine 
the proximity of electrical connections 
between nodes. Subsequently, the calcu-
lated electrical distance serves as input for 
the DPC clustering algorithm, facilitating 
rapid zoning of the distribution network. 
However, since the DPC algorithm's ef-
ficacy can be significantly influenced by 
the subjective definition of cutoff distance 
during application, authors in [23] propose 
a K-nearest neighbor optimization DPC al-
gorithm (KNN-DPC). This approach em-
ploys a comprehensive sensitivity matrix 
to represent electrical distance, thereby 
accelerating the search for density peaks, 
mitigating the impact of cutoff distance, 
and enhancing clustering accuracy. Nev-
ertheless, the DPC algorithm may encoun-
ter challenges when processing data with 
non-uniform density distributions, espe-
cially in scenarios with non-uniform distri-
bution of photovoltaic generation.

d) The Fuzzy C-means clustering algorithm 
(FCM) [24] is a flexible soft clustering 
method that permits a single data point 
to belong to multiple clusters simulta-
neously, assigning a certain degree of 
membership to each cluster center. In the 
context of dynamic grouping modeling 
for regional centralized photovoltaic gen-
eration systems, Sheng et al. [25] employ 
an improved fuzzy C-means clustering 
algorithm to obtain clustering results for 
photovoltaic generation units under vary-
ing operating conditions, enabling dynam-
ic unit clustering. Chen et al. [26] utilize 
the traditional fuzzy C-means clustering 
algorithm for photovoltaic subclustering 
to address fault diagnosis issues in large 
photovoltaic arrays. Considering the spa-
tial distribution and source-load coupling 
of distributed photovoltaics, Hu et al. [27] 
propose a multivariate performance index 

supply-demand balance in distributed pho-
tovoltaic station clusters. Liu et al. [16] 
discussed cluster division and reactive 
power optimization for large-scale distrib-
uted generation. They utilized the K-means 
clustering algorithm improved by IGA to 
identify better initial clustering centers 
and divide the distribution network based 
on electrical distances between nodes for 
different clusters. However, the K-means 
algorithm still faces challenges in deter-
mining the optimal number of clusters and 
is highly sensitive to the selection of ini-
tial cluster centers, potentially leading to 
instability in photovoltaic cluster division 
results. Zhang et al. [17] using a modified 
AP-TD-K-medoids trilevel clustering al-
gorithm that was designed to cluster and 
partition the distribution network.

b) The Fast Unfolding Clustering Algorithm 
[18] is a modularity optimization-based 
community detection algorithm designed 
for efficiently clustering large-scale net-
works. In [19], the fast unfolding clus-
tering algorithm was applied to partition 
photovoltaic power clusters. The analysis 
considered the correlation characteristics 
between photovoltaic power supply and 
load at the access node. Division indica-
tors included the net load of the node and 
the active and reactive power regulation 
capacity of the photovoltaic power sup-
ply, taking into account electrical distance 
characteristics. However, despite its effec-
tiveness, there remains an efficiency issue 
when processing large-scale data.

c) The Density Peak-based Clustering Algo-
rithm (DPC) [20] identifies cluster cen-
ters by locating high-density areas' center 
points, making it suitable for detecting 
clusters of arbitrary shapes. In a study 
by Zhang and Shi [21], the electrical dis-
tance between nodes is computed based 
on comprehensive voltage sensitivity, and 
a node similarity matrix is constructed ac-
cordingly. The DPC algorithm then rapidly 
partitions the distribution network using a 
fast search and discovery method. Given 
the lack of local photovoltaic independent 
voltage regulation ability, a coordinated 
control strategy for voltage partitioning, 
starting with reactive power and then ac-
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system for group classification. They en-
hance the traditional FCM algorithm by 
utilizing the point density function to ini-
tialize clustering centers and constructing 
clusters based on the cohesive coupling 
degree of information granularity. A clus-
tering validity function is formulated to 
evaluate cohesion and coupling degrees, 
and the improved FCM algorithm is em-
ployed to achieve reasonable grouping re-
sults. In developing cluster partition strat-
egies, various factors including electrical 
distance, regulation difficulty, and regula-
tion cost are comprehensively considered, 
and indicators of different dimensions are 
unified. A partition method based on fuzzy 
clustering is proposed in [28]. However, 
the FCM algorithm may lack robustness 
when dealing with noise and outliers, and 
its computational cost is relatively high. 
This poses challenges in real-time or pho-
tovoltaic cluster partition applications that 
necessitate rapid response times (Table 1).

Additionally, employing intelligent optimiza-
tion algorithms for equivalent modeling of dis-
tributed photovoltaic clusters is an important re-
search direction. Lv et al. [29] utilized Particle 
Swarm Optimization (PSO), Genetic Algorithm 
(GA), and the K-means clustering algorithm for 
cluster division. Meng et al. [30] introduced a 
genetic algorithm to partition distributed photo-
voltaic clusters in a distribution network, using 
the electrical distance-based modularity index 
and active power balance index as comprehen-
sive classification indicators. Chen et al. [31] 
proposed a framework for distributed photovol-
taic cluster delineation based on federated learn-
ing synthetic clustering. Wu et al. [32] improved 
modular increment by selecting an appropriate 

clustering partition index, employed the Fast 
Newman algorithm to partition the distribution 
network into multiple clusters and verified the 
clustering effectiveness on the IEEE 33-bus 
standard system. Wang and Gao [33] used Smart 
Local Moving (SLM) to overcome the problem 
of challenging regulation of distributed power 
supply in modern distribution networks. Liu et 
al. [34] proposed an optimal cluster partitioning 
method based on a graph-based genetic algo-
rithm (GA). In this method, a novel graph-based 
structure is proposed for representing chromo-
somes, and improvements are introduced to the 
evolutionary selection, crossover, and mutation 
processes. These enhancements facilitate the 
generation of a search population, which is em-
ployed to partition distributed photovoltaic (PV) 
power grids into distinct clusters. Huang et al. 
[35] applied an improved genetic algorithm to 
search for the optimal partition scheme. Li et al. 
[36] introduced a method for partitioning and 
dynamically adjusting distributed photovoltaic 
clusters, based on an improved adaptive genetic 
algorithm (AGA).
In summary, currently, there is limited research 
on the use of multiobjective genetic algorithms 
(NSGA-II) for distributed PV system cluster-
ing. To address this gap and enhance the effi-
ciency and accuracy of PV cluster partition-
ing, which in turn optimizes power generation 
planning and grid balancing, this paper pro-
poses a distributed cluster partitioning method 
based on the multiobjective genetic algorithm 
(NSGA-II). This method provides a solid foun-
dation to address the broad application needs of 
distributed photovoltaic generation. Acknowl-
edging the shortcomings in the convergence 
speed and parameter selection of the standard 
NSGA-II algorithm, this paper introduces 

Table 1. Deficencies of traditional methods.

Method Deficiencies

K-means The results of the partition are unstable

Fast Unfolding Less efficient

DPC Dealing with data with uneven density distribution is challenge

FCM Lack of robustness when dealing with noise and outliers
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adaptive mutation and crossover operators to 
enhance its performance. The improved algo-
rithm exhibits higher computational efficiency 
compared to the standard NSGA-II algorithm 
while also improving solution accuracy and 
convergence through the incorporation of adap-
tive crossover and mutation probabilities. Ad-
ditionally, by employing a strategy that extracts 
historical optimal solutions, the algorithm ef-
fectively avoids the pitfall of converging to lo-
cal optima.

2. Objective Function

To facilitate cluster power prediction structur-
ally, synoptic characteristics within each cluster 
should be tightly coupled, while inter-cluster 
weather characteristics should be loosely cou-
pled. Spatial distance modularity serves as the 
structural indicator. Functionally, to ensure con-
sistent output characteristics and enhance pre-
diction accuracy, the similarity of active pow-
er is utilized as the evaluation index. Initially, 
assume the presence of N nodes (comprising 
distributed photovoltaic power stations), ulti-
mately segmented into Nc groups (for cluster 
prediction).

2.1. Spatial Distance Modularity ϕ

Distributed photovoltaic clusters and communi-
ty structures share similar properties in terms of 
resource sharing and modularity. Consequent-
ly, the division index of complex networks can 
be applied. Spatial distance modularity is em-
ployed to assess the reasonableness of cluster 
division results. A higher value indicates a more 
reasonable division; when the entire network is 
grouped into one cluster, modularity is 0. Con-
versely, if each node is allocated to different 
clusters, modularity is negative, indicating the 
absence of a community structure in such a sce-
nario.
Modularity ϕ is defined by Equation 1 as fol-
lows:
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where Aij represents the distance connecting 
nodes i and j, and δ is a 0-1 matrix, The variable 
m represents the sum of squared distances be-
tween all node pairs. If node i and node j are lo-
cated in the same cluster, then δ(i, j) = 1; if they 
are not in the same cluster, then δ(i, j) = 0. If all 
the distributed photovoltaics are in one cluster, 
then the modularity is 0, which is the worst case. 
If each cluster contains only one node, then the 
modularity is 1, but that is not what we need at 
this time. Therefore, our algorithm specifies the 
maximum number of clusters.

2.2. Electricity Similarity φ

In terms of functionality, to enhance the accu-
racy of distributed power forecasting, power 
similarity is utilized to measure the generation 
similarity within the region, serving as a key 
metric for cluster partitioning. Initially, two 
characteristic quantities are defined for each 
photovoltaic power plant.
Maximum power Wmax: The peak power output 
of the generating station during the training pe-
riod.
Average power percentage Wave: The ratio of 
the average power output to the maximum pow-
er output of the generating station during the 
training period.
Electricity median percentage R50: The ratio of 
the median power output to the maximum pow-
er output of the generating station during the 
training period.
The power factor r is defined by Equation 2:
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The definition of electric quantity similarity is 
given by Equation 3:
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where: Nc represents the number of clusters 
to divide; M represents the set of all clusters; 
φc represents a cluster c with an active power 
similarity degree; k is the number of distributed 



256 Y. Chen, K. Cheng, Z. Li, S. Pan and X. Hu

photovoltaics in cluster; r represents a cluster 
with a similarity coefficient of all power sta-
tions; and φ represents the active similarity of 
the overall network.
The values of spatial distance modularity and 
active power similarity are bounded between 0 
and 1. For a cluster, higher internal cohesion, in-
dicated by closer geographic locations, leads to a 
spatial distance modularity closer to 1. Similar-
ly, greater similarity among quantities within the 
cluster results in a higher active power similarity 
degree index approaching 1. Both indicators are 
expected to be of the same order of magnitude.

2.3. Objective Function Formula

The expression for the comprehensive perfor-
mance index is provided by Equation 4:

maxρ = w1ϕ + w2ϕ                 (4)
where w1 and w2 represent the weights assigned 
to the modularity index and the active similarity 
index, respectively. In this context, the similari-
ty in capacity is selected as the primary optimi-
zation objective.

3. Solution Method

3.1. Multiobjective Genetic Algorithm

The steps of the proposed method for parti-
tioning distributed photovoltaic clusters using 
a multiobjective genetic algorithm NSGA-II is 
shown in Figure 1.
1. At the outset of the calculation and solving 

process, the information regarding the PV 
nodes needs to be obtained, along with the 
relevant parameters set, including:
a) Pc.agv is the average crossover proba-

bility, with Pc.max and Pc.min denoting 
the maximum and minimum crossover 
probabilities, respectively.

b) Pm.agv is the average mutation proba-
bility, with Pm.max and Pm.min rep-
resenting the maximum and minimum 
mutation probabilities, respectively.

c) NG is the maximum number of itera-
tions.

d) Group size Q (inclusive of the number 
of individuals). Figure 1. Algorithm flow of the proposed mehod.
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The node information primarily comprises 
the distance between substations, the av-
erage electricity percentage Wave, and the 
median percentage of electricity for each 
photovoltaic power station.

2. Initial Population: Following the initial set-
tings, an initialization population is gener-
ated by utilizing the state of each node as 
an object to formulate a cluster scheme of 
photovoltaic power plants with the speci-
fied number of populations. Specifically, N 
nodes are randomly assigned to Nc clusters, 
resulting in the generation of Q allocation 
schemes. Each allocation scheme can be 
created through randomization. In this step, 
Q cluster solutions are inputted.

3. Calculate the initial population fitness based 
on the clustering scheme of each node of the 
photovoltaic charging station.
a) Perform congestion degree calculation 

and non-dominated sorting to obtain 
the optimal solution set. If the optimal 
solution set stabilizes, save the extreme 
points; otherwise, adjust the crossover 
and mutation probabilities of each in-
dividual based on the crowding degree, 
i.e., apply the adaptive crossover muta-
tion operator. Then, perform crossover, 
mutation, and selection to reset the op-
timal solution set and continue optimi-
zation.

b) Upon reaching the maximum number 
of iterations, output the global optimal 
solution by comparing it to the historical 
optimal solutions, thus concluding the 
optimization process.

The specific algorithm process is as follows:
1. Using the node information obtained earli-

er, an initial population of clustering solu-
tions is generated. The states of each node 
are used as objects for forming clustering 
schemes of the photovoltaic charging sta-
tions. N nodes are randomly assigned to 
Nc clusters, forming Q clustering schemes. 
These schemes are essentially different 
ways of grouping the nodes and can be gen-
erated randomly. At the end of this step, Q 
cluster solutions are inputted.

2. Each clustering scheme's fitness is calculat-
ed based on the cluster variance of the pho-
tovoltaic charging station nodes. This met-
ric helps to evaluate how well the clustering 
solution works in terms of energy distribu-
tion and other factors.

3. Perform congestion degree calculation and 
non-dominated sorting to identify the best 
solution set from the current population. 
Non-dominated sorting is used to categorize 
solutions based on whether they are domi-
nated by others in terms of multiple objec-
tives.

4. In this step, adaptive mechanisms are ap-
plied. Depending on the congestion (how 
crowded a particular region of solutions is), 
the algorithm adjusts the crossover and mu-
tation probabilities of each individual in the 
population. If a region is highly congested, 
the probabilities are adjusted to introduce 
more diversity. This step enhances the GA 
by allowing it to focus more on exploring 
less congested areas of the solution space.

5. With the newly adjusted crossover and mu-
tation probabilities, the algorithm performs 
crossover, mutation, and selection opera-
tions.Crossover involves combining parts 
of two solutions to form a new one, while 
mutation introduces random changes to in-
dividual solutions. Selection ensures that 
only the fittest individuals are carried over 
to the next generation.

6. After the new population is generated, the 
congestion calculation and non-dominated 
sorting are repeated to update the popula-
tion's fitness and probabilities for the next 
iteration.

7. For each individual in the updated popu-
lation, recalculate its fitness based on the 
clustering variance of the nodes in the pho-
tovoltaic charging station. This helps assess 
whether the clustering solutions are improv-
ing with each iteration.

8. The algorithm checks whether the max-
imum number of iterations NG has been 
reached. If the number of iterations has not 
yet been exceeded, the process returns to 
step 5 for further optimization (increment-
ing the number of iterations by one).
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9. At the end of the iterations, the algorithm 
compares the solutions generated in all pre-
vious generations and selects the global op-
timal solution from the set of historical best 
solutions. This final solution represents the 
best clustering scheme for the photovolta-
ic charging stations based on the specified 
objectives.If the maximum number of iter-
ations is reached, the algorithm proceeds to 
the final step.

3.2. Improved Multiobjective Genetic 
Algorithm

In the application of the NSGA-II algorithm, 
the parameter settings of the crossover and mu-
tation probability have a great impact on the 
optimization result, and different parameter 
combinations will have different influences on 
the optimization result. Crossover and mutation 
are important methods for the NSGA-II algo-
rithm to generate new individuals. Blindly per-
forming crossover and mutation on individuals 
may destroy the optimal solution. Setting the 
crossover mutation probability too small will 
lead to a slow optimization speed, and it is easy 
to become trapped in a local optimal solution. 
Therefore, this paper adds adaptive crossover 
and mutation operators to ensure that there is a 
higher crossover and mutation probability in the 
early stage of the iteration to enhance the global 
search ability; in the later stage, the crossover 
and mutation probabilities tend to the average 
value, and the local search is emphasized to 
obtain the optimal solution. Set. The improved 
crossover probability Pc and mutation probabil-
ity Pm are shown in Equation 5:
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where: Pc.agv is the average crossover proba-
bility; Pc.max and Pc.min are the maximum and 
minimum crossover probabilities, respectively; 
Pm.agv is the average mutation probability; Pm.

max and Pm.mix are the maximum and minimum 
mutation probabilities, respectively; NG is the 
maximum number of iterations; k is the current 
iteration number; dj(k) is the crowding degree 
of the j-th individual of the k-th generation pop-
ulation; dagv(k) is the average crowding distance 
of the population; Pc.agv Pc.max, Pc.mix and NG are 
all preset parameters.

Current methods for assessing the stability 
of the optimal solution set typically involve 
monitoring the distance of the Pareto optimal 
solution set over past iterations. As the dis-
tance decreases, the optimal solution set tends 
to stabilize. However, since this paper priori-
tizes user's power similarity as the primary op-
timization goal, a modification is made to the 
stability assessment criterion. Instead of solely 
relying on the distance between the Pareto opti-
mal solutions, the stability judgment condition 
is now based on the smallest power similarity 
between two optimal solutions separated by 
several generations. Throughout the optimiza-
tion process, the distance to the optimal solu-
tion gradually diminishes. Once the judgment 
condition is met and an extreme point emerges, 
it is preserved as the historical optimal solu-
tion. Subsequently, the optimal solution set is 
reset to continue optimization. Upon reaching 
the maximum number of iterations, the global 
optimal solution is output after comparing the 
historical optimal solutions, thereby concluding 
the optimization process.

Adaptive mutation adjusts the mutation intensi-
ty dynamically, allowing the algorithm to avoid 
local optima by responding to varying problem 
complexity or population diversity at different 
stages. Meanwhile, adaptive crossover adjusts 
the crossover rate based on the population's 
evolutionary state. This adaptive adjustment 
enables the algorithm to balance exploration 
and exploitation, enhancing the efficiency of 
both global search and local optimization.
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4. Numerical Example Analysis

4.1. Parameter Setting

The data analyzed in this paper are sourced from 
the distributed photovoltaic generation data of 
a county in Guizhou. The dataset comprises 
the annual generation data of 20 photovoltaic 
power stations in the year 2022. Specifically, 
each photovoltaic substation contains 365 days 

of generation data, though a small amount of 
data may be missing for some stations. Table 2 
presents the characteristic data of the 20 photo-
voltaic power plants, compiled from the orig-
inal dataset. The horizontal and vertical axes 
represent the horizontal and vertical distances, 
respectively, between each photovoltaic instal-
lation location and the reference point. Follow-
ing the selection of a local reference point, the 
unit of measurement is kilometers (km).

Table 2. Characteristic data of 20 photovoltaic power plants.

Site ID Mean/maximum 
value

Median/maximum 
value

Horizontal axis  
(km)

Vertical axis  
(km)

1 0.9724 0.9732 10.562 13.650

2 0.9749 0.9742 1.985 -1.540

3 0.9748 0.9757 4.613 -1.358

4 0.9780 0.9769 13.231 2.931

5 0.9786 0.9773 9.034 -0.433

6 0.9783 0.9781 5.552 3.040

7 0.9792 0.9789 8.252 2.261

8 0.9806 0.9793 3.704 3.051

9 0.9805 0.9799 9.076 4.306

10 0.9811 0.9804 7.812 1.330

11 0.9822 0.9811 6.193 3.139

12 0.9822 0.9813 3.414 4.263

13 0.9836 0.9829 -3.886 8.017

14 0.9838 0.9835 3.208 9.628

15 0.9844 0.9846 4.283 8.404

16 0.9845 0.9850 -1.055 9.595

17 0.9857 0.9851 4.725 7.991

18 0.9907 0.9906 4.409 7.054

19 0.9900 0.9915 7.458 7.826

20 0.9922 0.9920 2.996 4.209
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4.3. Experimental Result Analysis

4.3.1. Analysis of Cluster Results

Utilizing the aforementioned algorithm, the 20 
stations are divided into 6 clusters. The results 
are illustrated in Figure 2, where each cluster 
comprises 2, 2, 2, 4, 5, and 5 photovoltaic pow-
er plants, respectively. The partition depicted 
in the figure aligns well with the actual pho-
tovoltaic distribution in the field. As shown in 
Figure 2, each point represents a power station, 
with points of the same color indicating stations 
that have been grouped into the same category. 
From the clustering results, neighboring sta-
tions are well-classified into the same group. 
Taking geographical factors into account, the 
two stations marked in red have also been cor-
rectly classified into the same category. The 
experimental outcomes demonstrate that this 
method effectively addresses the cluster divi-
sion problem, furnishing a robust foundation 
for subsequent photovoltaic power prediction 
development.
Moreover, with the incorporation of adaptive 
mutation and crossover operators, the conver-
gence speed is enhanced, enabling the attain-
ment of optimized results within 50 iterations.

4.2. Evaluation Indicators

To better evaluate the effectiveness of the mod-
el and algorithm, two evaluation indicators are 
employed for effectiveness assessment:
1. The root mean square error (RMSE) is uti-

lized to gauge the deviation between the 
predicted value and the actual value. The 
expression for RMSE is depicted in Equa-
tion 6:

( )2

RMSE

N

ai
i=1

fi
1e = y y
N

−∑
           

(6)

2. Mean absolute error (MAE): The average 
value of the absolute errors effectively re-
flects the actual situation of the predicted 
value errors. The expression for MAE is 
given by Equation 7:

MAE
1

1 | |
N

fi ai
i

e y y
N =

= −∑
              

(7)

where yfi represents the predicted value and 
yai represents the true value.

Figure 2. The cluster partition result.
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4.3.2. Analysis of Forecast Results

To demonstrate the superiority of clustering, 
two schemes were employed to validate the 
prediction effectiveness of the cluster predic-
tion method:

Option 1. No cluster partitioning is per-
formed, and a single station aggre-
gation method is used. The predic-
tion model is BPNN.

Option 2. Cluster partitioning is performed, 
and the typical stations obtained 
using the proposed method are ag-
gregated. The prediction model is 
BPNN.

Option 3. Cluster partitioning is performed, 
and the typical stations are obtained 
using the optimal settings of adap-
tive crossover and mutation opera-
tors, followed by aggregation. The 
prediction model is BPNN.

Option 4. Cluster partitioning is performed, 
with the typical stations obtained 
using the GA algorithm, and aggre-
gation is used. The prediction mod-
el is BPNN.

The predicted results of the four options are 
shown in Table 3.
The experimental findings indicate that, under 
the same forecasting scheme, there is no sub-
stantial difference between the errors of clus-
ter forecasting and single-station cumulative 
forecasting. However, in comparison to the 
single-site cumulative method, the clustering 
algorithm can notably reduce the complexity 

and investment costs of the forecasting system, 
demonstrating its clear superiority. Similarly, 
the results obtained using the adaptive opera-
tors in this paper are significantly better than 
those using the predefined optimal operators. 
Compared to the GA algorithm, the method 
proposed in this paper demonstrates superior 
performance.

5. Conclusion

In this paper, the partitioning of distributed 
photovoltaics into clusters is investigated, and 
a partitioning method is proposed:

1. Two indicators, spatial distance modular-
ity, and electric quantity similarity, are in-
troduced to balance the cluster division.

2. A multiobjective genetic algorithm is pro-
posed to address the problem. The standard 
NSGA-II algorithm is known for its slow 
convergence speed and the challenge of 
parameter selection. To address this, adap-
tive mutation and crossover operators are 
incorporated into the standard NSGA-II 
algorithm to enhance convergence speed. 
Compared to the standard NSGA-II algo-
rithm, the improved version exhibits great-
er computational efficiency. The addition 
of adaptive crossover and mutation prob-
abilities enhances solution accuracy and 
convergence of the algorithm. By leverag-
ing historical optimal solutions, the issue 
of falling into a local optimal solution is 
mitigated.

Table 3. Cluster power prediction results for different experimental schemes.

Scheme RMSE MAE

Option I 0.1283 0.06842

Option II 0.1284 0.06735

Option Ⅲ 0.1174 0.06624

Option Ⅳ 0.1233 0.06691
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Simulation results and practical applications 
demonstrate that the method proposed in this 
paper effectively divides distributed photovol-
taic clusters, yielding division results consis-
tent with real-world scenarios. This research 
can be applied to distributed photovoltaic pow-
er prediction in the future to enhance accuracy, 
further reduce the gap between predicted and 
actual power output, and improve the overall 
safety of grid operations. This study conducted 
simulation experiments solely on the proposed 
method. In future work, the method will be ap-
plied to distributed photovoltaic power predic-
tion to further verify its effectiveness.
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