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In modern organizational activities, the increasing 
complexity and dynamism of strategy management 
have rendered traditional static analysis and experi-
ence-based decision-making methods inadequate for 
meeting the rapidly changing market demands and 
intricate internal processes. To address these chal-
lenges, this paper proposes an automated machine 
learning-based data-driven decision support system. 
The system incorporates a flexible and scalable mod-
el that integrates a strategy management automation 
algorithm, combining Long Short-Term Memory 
(LSTM) networks and Deep Q-Network (DQN) al-
gorithms, to enhance the scientific and accurate na-
ture of decision-making. The integrated algorithm 
shows a significantly higher probability of success-
ful decision-making in organizational environments 
of different scales compared to traditional DQN and 
random strategies, demonstrating its superiority in 
complex decision-making scenarios. Key data indi-
cate that the algorithm exhibits strong stability and 
robustness in terms of error function curves, algo-
rithm performance, and the number of successful de-
cisions, further validating its effectiveness under var-
ious interference conditions. While existing research 
has attempted to apply machine learning to strategy 
management to some extent, common issues include 
inadequate handling of time series data, suboptimal 
strategy optimization, and lack of flexibility in sys-
tem models. Experimental results show that the algo-
rithm's decision success rate is significantly higher 
than that of traditional DQN and random strategies 
across various organizational scales, demonstrating 
its efficiency and stability in complex decision-mak-
ing environments. This study not only provides inno-
vative technical means for strategy management but 
also offers theoretical and practical references for the 
future development of intelligent decision support 
systems.
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1. Introduction

In modern organizational activities, the com-
plexity and dynamism of strategy management 
are increasing day by day [1-4]. Whether it is 
resource allocation, market strategy, project 
management, or operational optimization, the 
decision-making process needs to face a large 
amount of uncertainty and a changing external 
environment. Traditional strategy management 
methods often rely on experience and stat-
ic analysis, which are difficult to adapt to the 
rapidly changing market demands and complex 
internal processes [5-7]. Therefore, building a 
data-driven decision support system based on 
machine learning to address these challenges 
has become an important research direction in 
the field of organizational management.
Many current machine learning algorithms re-
quire high-quality and large quantities of data, 
however, in practical organizational settings, 
data may contain noise, can be incomplete, or 
exhibit inconsistencies, which can impact the 
accuracy of these algorithms. Additionally, 
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when dealing with high-dimensional, diverse, 
and unstructured data, machine learning mod-
els may face challenges related to computa-
tional complexity and excessive resource con-
sumption. Moreover, machine learning models 
are often ''black boxes,'' making it difficult to 
explain their decision-making processes and 
outcomes. This lack of transparency can lead 
to a lack of trust among decision-makers in 
strategic management contexts. Researching 
the application of machine learning in strate-
gy management can not only improve the sci-
entific and accurate nature of decision-mak-
ing but also significantly enhance the overall 
efficiency of the organization [8, 9]. Through 
automated data analysis and decision support, 
organizations can respond more agilely to mar-
ket changes, optimize resource allocation, and 
enhance competitiveness [10-14]. In addition, 
the continuous development of machine learn-
ing algorithms provides a technical foundation 
for building more intelligent and efficient deci-
sion support systems. The significance of this 
research direction lies in introducing advanced 
technical means into the traditional manage-
ment field, promoting innovation and improve-
ment of management models [15, 16].
Although some studies have attempted to apply 
machine learning to strategy management, these 
methods usually have many deficiencies. First-
ly, many methods are limited in handling time 
series data and capturing complex time-vary-
ing features, making it difficult to accurately 
predict future states [17]. Secondly, traditional 
strategy optimization algorithms often struggle 
to find optimal solutions in complex and chang-
ing environments, leading to unsatisfactory de-
cision-making effects [18-21]. Furthermore, 
most existing system models lack flexibility 
and scalability, making it difficult to meet the 
personalized needs of different organizations. 
These deficiencies limit the widespread appli-
cation and practical effects of machine learning 
in strategy management.
The research problem addressed in this paper 
is how to design and construct a flexible and 
scalable decision support system for strategy 
management in organizational activities, and 
to propose an automated decision-making al-
gorithm capable of handling complex organi-
zational data and diverse management needs. 
The research objectives include developing 

an effective decision support framework and 
designing an automated decision-making al-
gorithm that integrates LSTM networks and 
DQN algorithms to enhance the accuracy and 
efficiency of strategy management. This study 
comprises two main components. The first is 
the development of a flexible and scalable de-
cision support system model tailored to man-
age complex organizational data and diverse 
management needs. The second component 
introduces a strategy management automation 
algorithm that combines Long Short-Term 
Memory (LSTM) networks and Deep Q-Net-
work (DQN) algorithms. This integration lever-
ages LSTM to extract significant features from 
time series data and utilizes DQN for strategic 
optimization, enhancing decision accuracy and 
efficiency. Collectively, this research not only 
advances technical solutions for strategy man-
agement but also provides valuable insights for 
the evolution of intelligent decision support 
systems.

2. Strategy Management Decision 
Support System Model in  
Organizational Activities

The scenarios of automated strategy manage-
ment in organizational activities cover multiple 
fields. In supply chain management, automated 
decision systems can analyze market demand, 
inventory levels, and supplier delivery con-
ditions in real-time, and automatically adjust 
procurement and inventory strategies to ensure 
the efficient operation and cost control of the 
supply chain. In marketing, automated strate-
gies can formulate and adjust marketing plans 
by analyzing consumer behavior data, market 
trends, and competitive dynamics, optimizing 
advertising placement and promotional activ-
ities, improving market response speed and 
marketing effectiveness. In human resource 
management, automated decision systems can 
analyze employee performance data, work-
load, and career development plans, automati-
cally performing employee allocation, training 
needs prediction, and performance evaluation, 
enhancing the precision and efficiency of hu-
man resource management. In project manage-
ment, automated systems can monitor project 
progress, resource usage, and risk factors in 
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namic environment. Additionally, the algorithm 
design must consider various interference fac-
tors in practical application scenarios, including 
changes in internal and external environments, 
dynamic resource allocation, and coordination 
issues among members.
In the constructed automated decision model 
for strategy management in organizational ac-
tivities, each organizational member forms an 
organizational network within a certain area, 
possessing the ability to perceive the strategic 
environment, i.e., to obtain and analyze strat-
egy-related information in real-time to make 
decisions. Each organizational member can 
perform four main tasks within a decision cy-
cle: strategy execution, strategy perception, 
strategy selection, and learning decision. It is 
assumed that in each decision cycle, all mem-
bers of the organization have the task of strat-
egy execution, but they can choose not to exe-
cute a specific strategy in a certain cycle but to 
engage in strategy perception or learning deci-
sion instead. In the model, the set of strategies 
that organizational members can choose from is 
the same as the set of strategies that external in-
terference factors, such as market competitors' 
strategies, might adopt. This means that when 
selecting strategies, organizational members 
need to consider the impact of external interfer-
ence factors and formulate strategies with inter-
ference resistance. Figure 1 shows a schematic 
diagram of the strategy management decision 
cycle in organizational activities.
Specifically, in the model, organizational mem-
bers can be viewed as agents. Each organization-
al member, within a decision cycle, perceives 
the current state Ts from the strategic environ-
ment, where T represents the state space. This 
state information can include market dynamics, 
competitor behavior, internal resource condi-
tions, and other factors affecting strategy for-
mulation and execution. Based on the current 
state ts, organizational members need to choose 
an action xs from the action space X, which is to 
choose a strategy or decision to execute. This 
choice process needs to consider the current en-
vironmental conditions and possible evolutions. 
Based on the input state ts and the chosen action 
xs, the organizational member will receive a re-
ward es, which could be economic gain, market 
share growth, or other forms of performance 
indicators. In the next decision cycle s + 1, the 

real-time, automatically adjusting project plans 
and resource allocation to ensure the project is 
completed on time and within budget. In finan-
cial management, automated decision systems 
can analyze the company's financial data and 
market economic indicators, automatically con-
ducting budget preparation, cost control, and 
investment decisions, improving the scientific 
and accurate nature of financial management. 
In these scenarios, automated decision-making 
can not only improve management efficiency 
but also significantly reduce human errors and 
subjective biases in the decision-making pro-
cess, enabling organizations to respond more 
flexibly and accurately to market changes and 
internal management needs.
In response to the above scenarios, this paper 
proposes a strategy management automation 
decision algorithm that integrates LSTM and 
DQN algorithms, fully considering two as-
pects during the implementation process: co-
ordination among organizational members and 
avoidance of interference in strategy decisions. 
Regarding coordination among organization-
al members, the LSTM network, by capturing 
long-term and short-term dependencies in time 
series, can foresee the dynamic changes in col-
laboration between members and departments, 
providing a more comprehensive perspective 
for decision-making. In terms of avoiding in-
terference in strategy decisions, the DQN al-
gorithm, through the reinforcement learning 
mechanism, can autonomously learn the opti-
mal strategy in complex and changing environ-
ments. Its automated decision-making process 
can reduce human subjective factors' interfer-
ence and quickly adjust strategies to adapt to 
new situations when facing uncertainty and 
random interference. The algorithm also needs 
to consider the issues of internal power struc-
ture and interest distribution within the organi-
zation to ensure the fairness and transparency 
of decisions, gaining the trust and support of 
organizational members.
The goal of the algorithm is to maximize the 
effectiveness of organizational activities, en-
suring that the organization maintains superior 
competitiveness and operational efficiency in 
various interference scenarios while achieving 
efficient decision-making. To achieve this goal, 
the algorithm needs the ability to quickly con-
verge to the optimal strategy in a complex dy-



60 M. Lu

environmental state ts will change to a new state 
ts + 1 based on the organizational member's ac-
tion xs and changes in the external environment. 
At the end of each decision cycle, organization-
al members update their strategies based on the 
reward es they received. This process is similar 
to policy updates in reinforcement learning, op-
timizing strategy selection through continuous 
trial and error and feedback. The goal of orga-
nizational members is to maximize the cumu-
lative reward obtained throughout the decision 
process through this series of interactions. This 
means they need to continually pursue the op-
timal decision outcome in the process of per-
ceiving the environment, selecting strategies, 
executing strategies, and updating strategies.
In the model, let the set of organizational 
members be V = {1, 2, ..., V }, representing all 
members involved in strategy formulation and 
execution. The strategy space L = {1, 2, ..., L} 
represents all possible strategies or actions, 
where V < L means each member has multiple 
strategy choices. Each state in the state space 
T can be represented by a vector, where tu rep-
resents the state of the u-th factor. The state of 
each factor can be either discrete or continu-
ous. The condition for member j to successfully 
make a decision is that the chosen strategy is 
not occupied by other members or affected by 
external interference factors. In this case, the 
system generates a confirmation signal, denot-
ed as Gv(s):
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Define the action space for each organizational 
member as Xv = {0, 1, 2, ..., L}, i.e., the set of 
strategies each member can choose from. The 
joint action space of all members is X = ⊗Xv = 
(1, 2, ..., V), which represents the Cartesian prod-
uct of all members' strategy choices, indicating 
all possible strategy combinations. Further de-
fine the reward function as ev(Ts, xv, s). After 
each member chooses a strategy in time slot s, 
they receive an immediate reward ev based on 
the current state Ts and the chosen strategy xv. 
The reward function can be defined based on 
the effect of strategy execution, such as profit 
growth, market share increase, or resource uti-
lization efficiency. Suppose the action chosen 
by member v is denoted as xv, the action of the 
interferer is denoted as xk, and the action chosen 
by any user other than v in the set of organiza-
tional members is denoted as xm, then:
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The goal of each member over a period is to 
maximize their cumulative discounted reward, 
typically represented by the following formula, 
where ε is the discount factor and S is the time 
span. Cumulative discounted reward considers 
long-term benefits, encouraging members to 
focus not only on immediate benefits but also 
on long-term impacts:
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Figure 1. Schematic diagram of the strategy management decision cycle in organizational activities.
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To optimize the overall strategy management of 
the organization, the model also needs to de-
fine the global reward for a certain time slot s, 
which is the total or weighted average of the 
immediate rewards for all members in that time 
slot:

( )
1

, ,
V

h v s v
v

E e t x s
=

= ∑ .
                  

(4)

3. Automated Strategy Management 
Decision Algorithm Based on 
LSTM and DQN

3.1. DQN Algorithm

Strategy management in organizational activi-
ties involves many complex decision processes 
that can be optimized through the interaction 
between agents and the environment. In this 
context, the goal of the agent is to continual-
ly adjust its strategy to maximize the rewards 
obtained from the environment, thereby finding 
the optimal strategy management solution.
The DQN algorithm is a model-free reinforce-
ment learning algorithm that combines the tra-
ditional Q-learning algorithm with deep neural 
networks to approximate the state-action value 
function Q(t, x). In the strategy management of 
organizational activities, the state s can repre-
sent the current organizational state or resource 
configuration, and the action x represents dif-
ferent strategy choices or decisions. By using 
neural networks to approximate Q(t, x), we 
can handle high-dimensional state and action 
spaces, which is particularly important in com-
plex organizational environments. Figure 2 
shows the structure of the DQN value network. 
Assuming the learning factor is denoted by 
β(0 < β < 1), and the state value function is rep-
resented by N*(ts + 1), the update formula for 
Q(t, x) is as follows:

( ) ( ) ( ) ( )*
1, 1 ,s s s s s sQ t x Q t x e N tβ β ε + ← − + +    (5)

( ) ( )*
1 1,s sx X

N t MAX Q t x+ +∈
=

                
(6)

Figure 2. DQN value network structure.

In DQN, the weight parameters ϕu of the neural 
network are trained by minimizing the error be-
tween the predicted Q-value q(t, x; ϕu) and the 
target Q-value b. The target Q-value b is usually 
determined by the current reward and the max-
imum Q-value of the next state. The predicted 
w(t, x; ϕu) value can be iteratively updated by 
the neural network.

( ) ( ) ( )

( )
1

1 1

, ; 1 , ;

, ;
s

s s u s s u

s s s ux

q t x q t x

e MAX q t x

ϕ β ϕ

β ε ϕ
+

+ +

← −

 + +      
(7)

The error function can be computed as follows.

( ) ( ) 2
, ;u u s s uLOSS R b q t xϕ ϕ = −           (8)

The w-value bu can be expressed as:

( ), ;u s s s ub R e MAXq t xε ϕ = +             (9)

To prevent the agent from falling into local 
optima during decision-making, we use the 
ε-greedy policy for action selection. This poli-
cy randomly selects an action with a probability 
of ε and chooses the current optimal action with 
a probability of (1 - ε). As training progresses, 
the value of ε gradually decreases, thereby in-
creasing the probability of exploiting the cur-
rent optimal policy. This method encourages 
exploration in the initial stage, ensuring that the 
agent can fully explore the state-action space, 
and in the later stage, it exploits the best-learned 
strategies. Assuming a random number between 
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0 and 1 is represented by or, and the exploration 
probability is represented by γ(0 < γ < 1), the 
ε-greedy policy expression defined as follows.

( )argmax , ;
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s s u r
x X
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q t x if o

if o
X
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ϕ γ

τ
γ

∈
 >
= 

≤
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Assuming the maximum and minimum values 
that γ can take are represented by γMAX and γMIN, 
respectively, the decay factor is represented by 
ς, and the current iteration count is represented 
by π, then we have:

( ) s
MIN MAX MIN e ςγ γ γ γ −= + − .           (11)

3.2. LSTM Model

In organizational activities, strategy manage-
ment involves a large amount of time-series 
data, such as resource allocation records, proj-
ect progress status, and employee performance 
data. This data not only contains current state 
information but also implicitly holds rich his-
torical trends and potential future directions. 
In the automated decision-making system for 
strategy management in organizational activi-
ties, the LSTM model is used to process and 
predict the aforementioned time-series-based 
strategy data. Specifically, in automated strat-
egy management decision-making, the LSTM 
model can analyze past strategy execution, 
identify key factors affecting strategy effec-
tiveness, and predict future possible trends. In 
resource allocation strategies, the LSTM model 
can use past resource usage records to predict 
future resource demands, helping the organi-
zation to allocate resources more reasonably, 
avoiding waste or shortages. In project man-
agement strategies, the LSTM model can ana-
lyze historical project progress data to predict 
future project completion times and possible 
risk points, providing more accurate project 
planning and risk management advice.
The LSTM structure is a variant of the recurrent 
neural network (RNN), which addresses the is-
sues of long-term dependencies and vanishing 
gradients in traditional RNNs by introducing 
three gating mechanisms: input gate, forget 
gate, and output gate. These mechanisms allow 

more effective use of historical information. 
The forget gate determines which information 
from the previous memory cell state should 
be retained or discarded, preventing excessive 
accumulation of information. The input gate 
controls the extent to which current input in-
formation updates the memory cell state, en-
suring the effective storage of new information. 
The output gate determines which parts of the 
memory cell will be output, influencing the fi-
nal prediction results. In the constructed model, 
the functions of these gates enable the LSTM 
to capture and retain key features in time series 
data, optimizing time dependencies in the de-
cision-making process and thereby enhancing 
the accuracy and stability of the algorithm. As-
suming the input weights and biases of the three 
gates are represented by Qu, z, p and yu, z, p, as is 
the input at the current time s, the output of the 
LSTM cell at time s-1 is represented by gs-1, 
the forget gate output is represented by ds, and 
the cell state and candidate value are represent-
ed by Zs and Zs, respectively. The following ex-
pressions define the three gating mechanisms:

[ ]( )1sigmoid ,s d s s dd Q g a y−= × +         (12)

[ ]( )1sigmoid ,s u s s uu Q g a y−= × +         (13)

[ ]( )1tanh ,s z s s zZ Q g a y−= × +

          (14)

1s s s s sZ d Z u Z−= +                    (15)

[ ]( ) ( )0 1sigmoid , tanhs s s o sg Q g a y Z−= × + ×    (16)

In dynamic and complex organizational envi-
ronments, various unforeseen disturbance fac-
tors may affect the effectiveness of strategy 
execution. By analyzing anomalies and dis-
turbance patterns in historical data, the LSTM 
model can identify potential disturbance factors 
in advance and provide corresponding adjust-
ment suggestions to ensure effective strategy 
execution. In market strategy management, the 
LSTM model can analyze past market reaction 
data, predict future market trends and potential 
competitor behaviors, and help the organization 
formulate more forward-looking marketing 
strategies.
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3.3 Automated Decision-making 
Algorithm for Organizational Activity 
Strategy Management

LSTM is used to capture important features in 
time series data to identify long-term dependen-
cies, while DQN is employed for strategy opti-
mization by utilizing a reinforcement learning 
framework to enhance decision-making strat-
egies. The integration of the two allows DQN 
to perform more precise strategy learning and 
optimization based on the time series features 
provided by LSTM. The algorithm first utilizes 
the LSTM network to process and analyze time 
series data to extract important time-dependent 
features. These features are then fed into the 
DQN for strategy optimization. The DQN ad-
justs the strategy through reinforcement learn-
ing to improve decision accuracy. In different 
environments and under varying interference 
conditions, the algorithm demonstrates excep-
tional robustness and stability by optimizing 
decision strategies. Specifically, the output of 
the LSTM network serves as the state input for 
the DQN, enabling DQN to make more accu-
rate decisions based on historical information 
from the time series during the decision-mak-
ing process. This integration allows the deci-
sion-making process to not only consider the 
current state but also effectively leverage past 
experiences, thereby enhancing decision ac-
curacy and robustness. In the automated deci-
sion-making model for organizational activity 
strategy management shown in Figure 3, the 
integration of LSTM and DQN algorithms pro-
vides robust support for complex and dynamic 
decision environments. In the model, assume 
the LSTM network input vector Av(s) represents 
the state information and action results of user 
v at time s, which includes detailed informa-
tion about multiple strategy executions within 
organizational activities. In project resource 
management, vector Av(s) may contain details 
such as which resources are currently used or 
are idle, which resource was last allocated to 
which project, market demand changes, and 
project progress. On the other hand, DQN esti-
mates the Q-value function through deep neural 
networks, linking the current state to future re-
wards. In strategy management, DQN can help 
an organization make optimal decisions. Re-
garding marketing strategies, DQN can analyze 
the current market environment and historical 

marketing data to select the marketing chan-
nels and strategic actions most likely to bring 
high returns. Specifically, the DQN algorithm 
continuously adjusts strategies to maximize the 
expected returns such as market share, sales, or 
customer satisfaction, thereby optimizing the 
organization's strategy execution.

Figure 3. Structure diagram of the automated  
decision-making algorithm for organizational  

activity strategy management.

The application of the model in strategy man-
agement can be summarized by the following 
steps:

1. Data input and processing: Collect and 
construct historical data of various strate-
gy executions in organizational activities 
to form the input vector Av(s).

2. Feature extraction: Use the LSTM net-
work to process the input data and ex-
tract important information and features 
from time series. These features reflect 
the time dependencies between various 
variables during strategy execution, pro-
viding a foundation for prediction and de-
cision-making.
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3. Strategy optimization: Through the DQN 
algorithm, based on the features extracted 
by LSTM, evaluate the expected returns 
of various strategic actions. DQN continu-
ously learns and updates, selecting the op-
timal strategic actions to maximize long-
term returns.

4. Decision execution and feedback: Imple-
ment the selected strategic actions and ad-
just the model based on execution results 
and feedback to further optimize future 
strategic decisions.

Figure 4 presents the training process of the au-
tomated decision-making algorithm for organi-
zational activity strategy management.

4. Experimental Results and Analysis

The primary aim of the experiments in this study 
is to evaluate the performance of the proposed 
integrated LSTM and DQN algorithm in auto-
mated decision-making for strategy manage-
ment. To achieve this, the experiments utilized 
datasets from multiple simulated organization-
al environments, encompassing different scales 
of organizational members and various deci-
sion-making scenarios. The evaluation metrics 
included decision success probability, algorithm 
runtime, error function curves, and algorithm 
performance under internal and external inter-
ference. The baseline models selected for com-
parison were the traditional DQN algorithm 
and random strategies, to ensure the superiori-
ty of the proposed algorithm in complex deci-
sion-making environments. By analyzing the 
data in Figure 5, it can be observed that the error 

Figure 4. Flowchart of the training process of the automated decision-making algorithm 
for organizational activity strategy management.
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function performance of the proposed algorithm 
and the traditional DQN algorithm at different 
time slots differs. The error function of the pro-
posed algorithm starts at 0.58 at time slot 0, with 
small overall fluctuations, consistently remain-
ing between 0.52 and 0.59, demonstrating high 
stability and consistency. In contrast, the error 
function of the traditional DQN algorithm starts 
at 0.48 at time slot 0, showing some fluctuations 
in the initial slots (e.g., time slots 2 and 4), but 
then sharply declines after time slot 10, eventu-
ally dropping to 0.09 at time slot 50. The error 
of the traditional DQN algorithm gradually in-
creases, especially in the later stages, with the 
error value significantly lower than that of the 
proposed algorithm, exhibiting greater volatility 
and instability.
In strategy management within organizational 
activities, the interference factors are roughly 
divided into two categories: internal interfer-
ence and external interference. Internal interfer-
ence mainly stems from internal factors within 
the organization, including poor communica-
tion, resource conflicts, interest conflicts, as 
well as organizational culture and structure is-
sues. On the other hand, external interference 
comes from changes and uncertainties in the 
external environment of the organization. These 
interferences include market changes, changes 
in policies and regulations, economic environ-

ment changes, technological transformations, 
and natural disasters and emergencies.
From the data in Figure 6, it can be seen that 
under internal interference conditions, the pro-
posed strategy management automated decision 
algorithm integrating LSTM and DQN exhibits 
significant performance advantages. Specifi-
cally, the proposed algorithm's initial score at 
time slot 0 is 0.2, and it shows a continuous and 
significant upward trend in subsequent slots, 
reaching 0.64, 0.72, 0.75, 0.79, and 0.82 at time 
slots 2, 4, 6, 8, and 10, respectively. In contrast, 
the traditional DQN algorithm's initial score is 
0.14, and although it also shows improvement 
in the subsequent slots, the magnitude is small-
er, scoring 0.58, 0.63, 0.64, 0.65, and 0.66 at 
time slots 2, 4, 6, 8, and 10, respectively. The 
random strategy, however, remains unchanged 
in all slots, consistently scoring 0.5, indicating 
its inability to cope with internal interference.
From the data in Figure 7, it can be seen that 
under external interference conditions, the pro-
posed strategy management automated decision 
algorithm integrating LSTM and DQN also ex-
hibits significant performance advantages. Spe-
cifically, the proposed algorithm's initial score 
at time slot 0 is 0.3, and it continuously im-
proves in subsequent slots, reaching 0.36, 0.37, 
0.39, 0.418, and 0.465 at time slots 2, 4, 6, 8, 
and 10, respectively, showing a stable upward 

Figure 5. Comparison of error function curves of different decision algorithms.
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From the data in Figure 8, it can be seen that 
under external interference conditions, the de-
cision success count of the proposed algorithm 
integrating LSTM and DQN is significantly 
better than that of the traditional DQN algo-
rithm and the random strategy. Specifically, the 
proposed algorithm's initial success count at 
time slot 0 is 0, and it continuously increases 
in subsequent slots, reaching 2000, 4000, 6000, 
8000, and 10000 times at time slots 2, 4, 6, 8, 

trend. In contrast, the traditional DQN algo-
rithm's initial score is 0.2, but in the subsequent 
slots, the score fluctuates slightly with almost 
no substantial improvement, scoring 0.18, 0.18, 
0.18, 0.18, and 0.185 at time slots 2, 4, 6, 8, and 
10, respectively. The random strategy's initial 
score is 0.4, and in time slots 2, 4, 6, 8, and 10, 
its scores are 0.405, 0.41, 0.41, 0.41, and 0.41, 
respectively, indicating a relatively stable but 
flat growth trend.

Figure 6. Performance comparison of different decision algorithms under internal interference.

Figure 7. Performance comparison of different decision algorithms under external interference.
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and 10, respectively. In contrast, the traditional 
DQN algorithm's initial success count at time 
slot 0 is also 0, but it grows more slowly in 
subsequent slots, reaching 1400, 2800, 4200, 
5600, and 7000 times at time slots 2, 4, 6, 8, 
and 10, respectively. The random strategy's ini-
tial success count is also 0, and in time slots 
2, 4, 6, 8, and 10, the success counts are 1000, 
2000, 3000, 4000, and 5000 times, respective-
ly, showing a relatively stable but slow growth 
trend. Comprehensive analysis of these results 
allows us to conclude that the proposed algo-
rithm integrating LSTM and DQN significantly 
improves decision success counts when dealing 
with internal and external interferences, out-
performing the traditional DQN algorithm and 
the random strategy. These results indicate that 
the proposed algorithm integrating LSTM and 
DQN can effectively enhance decision success 
counts under external interference conditions, 
demonstrating stronger adaptability and opti-
mization capabilities, providing more reliable 
support for strategy management in complex 
environments.
From the data in Figure 9, it can be further ob-
served that the proposed algorithm integrating 
LSTM and DQN demonstrates significant ad-
vantages in scenarios with multiple organiza-
tional members. Specifically, the performance 
of the proposed algorithm gradually increases 
from 0.26 at time slot 0, reaching 0.4 at time 

slot 5, 0.62 at time slot 10, and finally 0.72 at 
time slot 15. In contrast, the performance of the 
traditional DQN algorithm starts at 0.24 at time 
slot 0, showing a slower improvement trend, 
with 0.14 at time slot 5, 0.24 at time slot 10, and 
reaching 0.28 at time slot 15. On the other hand, 
the random strategy maintains a performance 
of 0.58 throughout all time slots, indicating its 
lack of optimization capability over time.

From the data in Table 1, it can be seen that 
the proposed algorithm integrating LSTM and 
DQN exhibits a higher decision success proba-
bility under different numbers of organizational 
members. Specifically, the proposed algorithm's 
decision success probability is 0.941, 0.945, 
0.923, 0.908, and 0.912 for 2, 5, 10, 15, and 
20 organizational members, respectively, being 
significantly higher than that of the traditional 
DQN algorithm and the random strategy. For 2 
members, the traditional DQN algorithm's deci-
sion success probability is 0.765, while for the 
random strategy is 0.521. As the number of or-
ganizational members increases, the traditional 
DQN algorithm's decision success probability 
gradually decreases, dropping to 0.378 for 20 
members, whereas the random strategy's suc-
cess probability remains relatively stable, with 
a slight upward trend from 0.521 to 0.591.

Figure 8. Comparison of successful decision counts of different decision algorithms under external interference.
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Figure 9. Performance comparison of different decision algorithms in multi-organizational member scenarios.

Table 1. Decision success probability statistics table.

Group
Number of 

organizational 
members

Total decisions

Decision success probability

The proposed 
algorithm

Traditional DQN 
algorithm

Random  
strategy

1 2 5 0.941 0.765 0.521

2 5 10 0.945 0.489 0.536

3 10 20 0.923 0.423 0.568

4 15 30 0.908 0.405 0.589

5 20 40 0.912 0.378 0.591
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Comprehensive analysis of these results leads us 
to the following conclusions: the algorithm pro-
posed in this paper, which integrates LSTM and 
DQN, significantly improves decision-making 
success rates across different scales of organi-
zational members, outperforming the tradition-
al DQN algorithm and random strategy. This 
indicates that by capturing important features in 
time series through the LSTM network and op-
timizing strategies with DQN, it can effectively 
handle complex organizational data and adapt 
to the management needs of different scales, 
thereby enhancing the accuracy and effective-
ness of decision-making.
In addition to the comparison of quantitative 
metrics, the experimental results also indicate 
that the integrated LSTM and DQN algorithm 
exhibits strong adaptability in handling time-de-
pendent features, providing stable decision 
support across organizational environments 
of varying scales. Furthermore, the algorithm 
demonstrates high robustness when dealing 
with external interference, maintaining a high 
decision success rate. Compared to the tradi-
tional DQN, the proposed algorithm shows bet-
ter scalability, making it suitable for more com-
plex environments and changing conditions, 
highlighting its flexibility and practicality.

5. Conclusion

The research in this paper focuses on two main 
aspects: the design and construction of a system 
model, and the development and application of 
an automated decision-making algorithm for 
strategy management. First, this paper estab-
lishes a flexible and scalable decision support 
framework capable of effectively handling 
complex organizational data and adapting to 
different management needs. Second, it pro-
poses an automated decision-making algorithm 
for strategy management that integrates LSTM 
and DQN algorithms, leveraging the time series 
feature capture ability of the LSTM network 
combined with the strategy optimization func-
tion of the DQN algorithm, thereby significant-
ly improving decision accuracy and efficiency. 
Through this research, innovative technical 
means are provided for strategy management 
in organizational activities, laying a theoretical 
and practical foundation for the future develop-
ment of intelligent decision support systems.

Experimental results indicate that the proposed 
algorithm integrating LSTM and DQN per-
forms excellently under various conditions. In 
scenarios with different scales of organization-
al members, the decision success probability of 
the algorithm is significantly higher than that 
of the traditional DQN algorithm and random 
strategy, demonstrating its adaptability and ef-
ficiency in complex decision environments. 
Additionally, the comparison analysis of error 
function curves, algorithm performance under 
internal and external interferences, and deci-
sion success counts further validate the stability 
and robustness of the algorithm under various 
interference conditions. The research find-
ings demonstrate that the proposed integrated 
LSTM and DQN algorithm performed excep-
tionally well under various conditions, with a 
significantly higher decision success rate than 
traditional methods and high stability and ro-
bustness under interference conditions. The 
contribution of this paper lies in providing a 
novel algorithmic solution for strategy man-
agement in complex decision-making environ-
ments, advancing the application of time series 
analysis and reinforcement learning in strategic 
management. The proposed integrated LSTM 
and DQN algorithm offers an innovative solu-
tion for automated decision-making in strategy 
management, enabling efficient and precise de-
cisions in complex and dynamic environments. 
This not only enhances the practical value of 
decision support systems in organizational man-
agement but also provides a flexible framework 
to meet the management needs of organizations 
of different scales. Additionally, this study en-
riches the application of machine learning algo-
rithms in strategic management, promotes the-
oretical development of combining time series 
feature extraction with reinforcement learning, 
and provides new perspectives for future algo-
rithm improvements and applications.
The limitations of the model are primarily re-
flected in the following aspects: 1) The combi-
nation of LSTM and DQN algorithms may have 
high computational resource requirements and 
long training times when handling large-scale 
complex data, particularly in real-world orga-
nizational management environments where 
data volumes are vast, and real-time processing 
is required. 2) LSTM may face the problem of 
gradient vanishing when capturing time series 
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features in long sequences, which can lead to 
certain long-term dependencies not being ef-
fectively captured. Additionally, DQN's strate-
gy optimization process relies on high-quality 
state-action pair data, and if the data is not rich 
or diverse enough, the model's decision-making 
effectiveness may be suboptimal. 3) The model 
is generally suitable for relatively stable orga-
nizational environments, where the input data 
needs to have clear time dependencies and suf-
ficient historical records for the LSTM to func-
tion effectively. In highly dynamic and rapidly 
changing environments, the model may strug-
gle to adapt.
Future research could further explore the ap-
plicability of this algorithm in larger-scale and 
more complex organizational environments, 
particularly in the context of real-time data pro-
cessing and big data. Additionally, it could in-
vestigate how to incorporate more external fac-
tors, such as market changes and competitive 
dynamics, into the algorithm to further enhance 
its adaptability and accuracy in decision-mak-
ing. Future studies might also consider com-
bining other deep learning algorithms with 
reinforcement learning to further optimize the 
model's efficiency and robustness, expanding 
its application scenarios in other fields.
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