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To address the issues of data silos, low detection ac-
curacy, and insufficient generalization ability in tra-
ditional methods for power grid intrusion diagnosis, 
this study proposes the use of federated learning to 
construct a power grid intrusion diagnosis model and 
incorporates convolutional neural networks and long 
short-term memory network optimization models on 
this basis. The experiment outcomes indicate that in 
performance analysis, the accuracy of the raised mod-
el is 97.3%, the precision is 97.7%, the recall is 90.8%, 
the F1 value is 91.1%, the loss rate is 0.02, and the 
communication efficiency is 93.3%. In the case anal-
ysis, the error rate of the proposed model in dealing 
with Dos and Probe attacks does not exceed 1%, the 
storage value of abnormal intrusion information is 204 
MB, the training time is 47.7 s, and the total expendi-
ture required for the model in actual operation is the 
lowest. In summary, the raised model can substantial-
ly enhance the precision and timeliness of power grid 
intrusion diagnosis, and possesses significant practical 
utility, which can be widely applied in smart grid se-
curity systems.
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1. Introduction

The power grid, as the cornerstone of modern 
energy supply, has immeasurable value for peo-
ple's well-being, economic development, and 
even national security in terms of its safe and 
stable operation. It not only supports the daily 

electricity demand, but also drives the contin-
uous operation of industrial production, and 
is an indispensable lifeline of modern society 
[1]. However, with the improvement of power 
grid scale and intelligence level, the challeng-
es faced by the power grid are also constantly 
increasing. For example, with the widespread 
application of advanced technologies such 
as the Internet of Things, big data, and cloud 
computing in the power grid, the openness and 
interconnectivity of the power grid systems 
have significantly increased. Although this has 
improved the intelligence level and operation-
al efficiency of power grids, it also provides 
more intrusion paths for potential attackers. 
Malicious hackers can launch targeted network 
attacks by infiltrating a power grid control sys-
tem. At present, power grid intrusion incidents 
have become an important factor threatening 
power grid security. According to the ''Crude 
Oil Security Sentinel'' research project of S&P 
Global Platts, the number of cyber-attacks tar-
geting the energy sector has surged globally 
since 2017. Among them, oil and gas infra-
structure and power grids have become the ''key 
areas'' of cyber-attacks, accounting for over 
50% of all cyber-attack incidents. In the past 
5 years, the proportion of cyber-attacks target-
ing the power grid has been about 1/4. Power 
grid invasion, whether it is malicious attacks 
or unexpected failures, can cause large-scale 
power outages, equipment damage, and even 
the collapse of the entire power system, caus-
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ing huge losses to the social economy and seri-
ously affecting the normal lives of the people. 
Therefore, strengthening power grid intrusion 
detection and guaranteeing the secure and reli-
able functioning of the power grid is not only 
an urgent technical requirement, but also a cru-
cial factor in preserving societal consistency 
and economic development [2]. However, with 
the expansion of the power grid scale and the 
diversification of intrusion methods, tradition-
al power grid intrusion diagnosis models based 
on a single algorithm are difficult to effective-
ly cope with complex and changing intrusion 
scenarios. Faced with massive power grid data, 
how to quickly and accurately identify intru-
sion behaviors and their characteristics from 
numerous sources of information monitoring 
has become the core issue of current research.
Based on this, a novel power grid intrusion 
diagnosis model is suggested by combining 
Convolutional Neural Network (CNN), Long 
Short-Term Memory (LSTM), and Federat-
ed Learning (FL). CNN can efficiently ex-
tract spatial features of power grid data, while 
LSTM can capture temporal dependencies of 
data. The combination of the two can nota-
bly improve the model's capability to identify 
complex intrusion behaviors. Meanwhile, the 
introduction of FL has achieved collaborative 
training of multiple power grid nodes while 
protecting data privacy, further improving the 
model's generalization ability and robustness. 
The innovation and the main contribution lies 
in the first combination of CNN, LSTM, and 
FL applied in the field of power grid intrusion 
diagnosis. This not only solves the problem of 
insufficient recognition ability of traditional 
models in complex and changing intrusion sce-
narios but also achieves the dual goals of data 
privacy protection and model performance 
improvement. In practice, the new model pro-
posed in the research will provide more reli-
able support for power grid security monitor-
ing, effectively reduce the occurrence of power 
grid intrusion events, and lower economic loss-
es and social impacts. In theory, the research 
offers fresh perspectives and pathways for the 
progression of power grid intrusion detection 
technology and provides useful references and 
inspirations for research in related fields.
The goal of this study is to propose a new pow-
er grid intrusion diagnosis model to address 

the challenges posed by the expansion of pow-
er grid scale and the diversification of intru-
sion methods. It aims to solve the problem of 
insufficient recognition ability of traditional 
models in complex intrusion scenarios, thereby 
strengthening power grid intrusion detection 
and ensuring the safe and reliable operation of 
the power grid. 

2. Literature Review

In recent times, numerous researchers have de-
vised and introduced a variety of models and 
techniques aimed at enhancing the detection 
capabilities of power grid intrusion systems. 
Mhmood et al. proposed an innovative smart 
grid (SG) intrusion detection system that in-
tegrates game theory, swarm intelligence, 
and deep learning (DL) to resist complex net-
work attacks [3]. The system was tested on the 
NSL-KDD dataset, and the results showed an 
accuracy of 99.82%, sensitivity of 99.69%, 
and accuracy of 99.76% in detecting attacks. 
Alsoufi et al. proposed a new anomaly-based 
Internet of Things intrusion detection system 
(AIDS) based on deep learning techniques, and 
combined it with sparse autoencoder (SAE) to 
reduce high dimensionality using CNN to cre-
ate binary classification [4]. The experimental 
results show that the accuracy of the model on 
the Bot IoT dataset is 99.9%, the precision is 
99.9%, and the recall rate is 100%. Huang et 
al. proposed a new FL-based method aimed at 
improving the accuracy of network intrusion 
detection, and combined CNNs with attention 
mechanisms [5]. Experimental results showed 
that compared with traditional methods, the 
research method can significantly improve de-
tection accuracy. Priyadarshiniproposed com-
bining federated learning with federated learn-
ing to cope with network intrusion attacks [6]. 
Experimental results show that compared with 
traditional deep learning models, this method 
can significantly improve the performance of 
the model.
In recent years, many scholars have been ded-
icated to exploring and introducing various al-
gorithms to improve the detection performance 
of power grid intrusion diagnosis models. 
Although these studies have achieved certain 
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on this characteristic of FL, it can be effectively 
used to solve the above problems and achieve 
network security protection for the power grid 
system. The diagram in Figure 1 illustrates the 
particular configuration.

Figure 1. Structural illustration of the FL model 
framework.

Figure 1 is a structural illustration of the mod-
el flow for horizontal FL. From the figure, FL 
is based on the coordination of multiple client 
devices and a central server to jointly train a 
model. During this procedure, the client un-
dertakes the task of utilizing local datasets for 
model training to produce a localized model, 
whereas the central server is accountable for 
amalgamating the locally trained models from 
each client with respective weights to con-
struct the comprehensive global model [9,10]. 
It is worth noting that there are various types 
of FL [11]. Due to the fact that power grid sys-
tems typically cover a wide geographical area 
and multiple substations, and each substation 
may generate a large amount of network traffic 
data, although the geographical location and 
user groups of these data samples are different, 
they have significant overlap in data charac-
teristics such as network protocols, packet for-
mats, etc. Based on this, the study selected hor-
izontal FL to construct a power grid intrusion 
detection model. The specifically proposed 
data architecture of horizontal FL can be seen 
in Figure 2.

results in optimizing performance and im-
proving model accuracy, most of them focus 
on algorithm level improvements and pay less 
attention to practical factors such as dynamic 
changes in power grid operation status. In ac-
tual power grid environments, the diagnostic 
process of power grid intrusion is much more 
complex than in laboratory environments. It 
is not only affected by algorithm accuracy but 
also constrained by multiple factors such as 
power grid load fluctuations, equipment sta-
tus changes, and external environmental fac-
tors. Therefore, although existing research has 
made some progress in improving model per-
formance, there are still many limitations. Es-
pecially in dealing with the complexity and di-
versity of power grid data, as well as ensuring 
the adaptability and practicality of the model 
in actual power grid environments, further ex-
ploration and optimization is still needed. This 
study aims to fill this gap by comprehensively 
considering the dynamic changes in the oper-
ation status of the power grid, combining ad-
vanced machine learning and deep learning 
techniques, and exploring the possibility of 
federated learning to improve model perfor-
mance while protecting data privacy, in order 
to develop a more comprehensive, accurate, 
and practical power grid intrusion diagnosis 
model.

3. Research Methodology

3.1. Construction of Intrusion Detection 
Model for Power Grid Based on FL

Traditional power grid intrusion detection does 
not take into account the strong real-time na-
ture of network traffic in power information, 
and the generated data is not evenly distribut-
ed. Therefore, with the deepening of informa-
tionization and intelligence of the power grid, 
traditional power grid intrusion detection mod-
els are becoming increasingly difficult to cope 
with. FL, as an emerging distributed machine 
learning paradigm, allows multiple participants 
to collaborate without data being shared local-
ly, achieving the effect of ''knowledge sharing 
without data sharing'' [7, 8]. Therefore, based 
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Figure 2. Pseudo code for key algorithm of global model aggregation in horizontal federated learning.
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Figure 2 shows the internal data architecture 
of horizontal FL. From the figure, horizon-
tal federated learning is characterized by the 
uniformity of dataset features X and label in-
formation Y across different clients, with the 
only variation being the unique sample IDs. 
It is precisely based on this characteristic that 
in model training, it is not necessary to trans-
mit complete raw data, only the gradients or 
parameters of the model can be transmitted to 
achieve updates, thus greatly protecting data 
privacy [12, 13]. The power grid data often 
contains a lot of sensitive information, such 
as user behavior, device status, and so on. The 
characteristics of horizontal FL can be well ad-
dressed, and the calculation of this process can 
be seen in formula (1).
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Here, w represents the given model parame-
ters, w ∈Rd. n is the total amount of training 
data, and L is the loss result. (xi, yi) represents 
a single data sample, where xi is the feature at-
tribute of the i-th training data point and yi is 
the label category of the i-th training data point. 
Formula (1) can be used to enhance the hori-
zontal federated training process and address 
communication instability issues in power grid 
intrusion detection [14, 15]. However, the in-
trusion detection model for power grids based 
on horizontal federation also needs to consider 
the number of clients and aggregation servers 
within the model. When each client has an inde-
pendent dataset, the loss function on the dataset 
is given in formula (2).
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Here, k represents the aggregated quantity of 
clients, and k(k ∈K). nk represents the size of 
the dataset owned by the K-th client, Dk rep-
resents the dataset, and t represents the update 

round. According to formulas (1) and (2), the 
loss function for global iterative training can be 
calculated as represented in formula (3).
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Here, wt is the current number of iterations, 
which is the global model parameter for round t, 
and n represents the total amount of data. Based 
on this, the loss function can be optimized using 
gradient descent to obtain the updated parame-
ters of the local model, as shown in formula (4).
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In formula (4), gk represents the average gradi-
ent of the local dataset under the current model 
parameters, and wk

t +1 represents the optimal pa-
rameters of the updated local model. The gradi-
ent and parameters are uploaded to the aggrega-
tion server, and model averaging is performed 
to complete the response to intrusion threats 
[16, 17]. Finally, based on horizontal FL, an in-
trusion detection model for the power grid can 
be constructed, as shown in Figure 3.
Figure 3 shows a power grid intrusion detection 
model grounded on horizontal FL. From the 
figure, the specific architecture of the model 
is roughly categorized into four sections: data 
preparation layer, attribute retrieval layer, mod-
el training layer, and intrusion detection layer. 
The data preparation layer is mainly responsi-
ble for processing data from various compo-
nents of the power grid [18,19]. The attribute 
retrieval layer is accountable for extracting key 
features from preprocessed data. The model 
training layer is accountable for using the ex-
tracted features for training. As FL is used, each 
power grid component or node will undergo 
model training locally. The intrusion detection 
layer mainly applies the trained model to detect 
abnormal behavior or intrusion events in the 
power grid.
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3.2. Improved Model for Power Grid 
Intrusion Detection Integrating  
CNN-LSTM Algorithm

The intrusion detection model based on FL 
can achieve indirect expansion of data, there-
by improving data quality and enriching sam-
ples. However, in the FL environment, model 
updates often require frequent transmission be-
tween multiple users, which may increase the 
communication overhead of the power grid, es-
pecially in situations where network bandwidth 
is limited. Besides, if there are a significant 
quantity of users or frequent model updates, 
communication costs may further increase. To 
address this issue, the study proposes to com-
bine CNN with LSTM to jointly raise the com-
prehensive efficacy of the power grid intrusion 
detection model. The core advantage of CNN 
lies in its powerful feature extraction capability. 
By stacking multiple convolutional and pool-
ing layers, it can extract higher-level and more 
abstract feature representations, providing sup-
port for subsequent intrusion detection. The 
particular configuration is shown in Figure 4.

From Figure 4, CNN mainly consists of input, 
convolutional, pooling, and fully connected 
layers [20]. By increasing the number of con-
volutions composed of convolutional and pool-
ing layers, the learning ability of the model can 
be improved. In addition, convolution also has 
dimensional differences. Considering that the 
power grid dataset is textual information, usu-
ally one data sample corresponds to one row 
of data, therefore, a one-dimensional CNN 
(1D-CNN) is selected in the study to extract 
spatial features of the data. The convolution 
calculation and activation function of 1D-CNN 
can be seen in formula (5).
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Here, W signifies the coefficient matrix of the 
convolutional filter, X is the feature matrix, and 
b is the bias term constant. y is the category 
label, y ∈{1, 2, ..., K}. p represents category 
probability, and wk represents category weight. 

Figure 4. Particular configuration of CNN structure.

Figure 3. Grid intrusion detection model based on horizontal FL.
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To reduce changes in data distribution and 
improve the stability of model training, batch 
normalization (BN) on 1D-CNN is performed. 
The specific calculation of BN can be found in 
formula (6).
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Here, X represents the input set, and the input 
set contains m samples. μ is the mean of each 
feature across the whole dataset, and σ2 is the 
variance of each feature across the whole data-
set. ε is a very small number, mainly used to 
avoid situations where the variance is zero [21]. 
In addition, to avoid overfitting of the mod-
el, Dropout regularization  operation is add-
ed, and the specific calculation can be seen in 
formula (7).

1
x mOutput

p
⋅
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Here, m is the random mask, x is the input vec-
tor, and p is the dropout probability. In addition, 
due to the use of 1D-CNN in the study, in or-

der to complement the one-dimensional convo-
lutional layer in the calculation of the pooling 
layer, one-dimensional max pooling (MaxPool 
1D) was adopted. The specific calculation can 
be seen in formula (8).

2 (ker 1) 1
1in size
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L padding dilation nel

L
stride

+ × − × − − = +     
(8)

Here, Lout represents the output length, Lin rep-
resents the input length, ker nelsize is the size of 
the pooling window, stride is the step size of the 
window movement, dilatation represents the 
parameter that controls the stride of elements 
in the window, and padding represents adding 
additional values around the boundaries of the 
input data. Based on the above optimization, a 
new CNN layer can be formed by combining 
them. However, CNN is more suitable for deal-
ing with local feature extraction and is not good 
at processing sequential data, while power grid 
data usually has strong temporal characteristics, 
that is, there are dependencies between data at 
different time points. Therefore, considering 
this, the study incorporates LSTM to capture 
temporal dependencies in power grid data [22]. 
LSTM is very good at processing sequence data 
and can identify patterns, trends, and periodic 
changes in sequences. Its structure is given in 
Figure 5.

Figure 5. Schematic diagram of LSTM structure.
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Figure 5 shows the inner configuration of 
LSTM. From the figure, the detailed procedure 
of LSTM is roughly divided into four stages, 
namely forget gate, input gate, update memory 
unit, and output gate [23]. The calculation of 
the forget and input gates can be seen in for-
mula (9).
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Here, Wf is the weight matrix, bf is the bias  
term, xt is the input at time t, ht-1 is the output at
time t - 1, and Ct

~
 represents the new candidate 

memory state. The calculation for the update 
memory unit and output gate is shown in for-
mula (10).
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Here, ft is the calculation result of the forget  
gate, it is the calculation result of the input gate,  
Ot is the result of the output gate, and ht is the ex-
ternal information state. ct-1 is the memory state 
at time t - 1, and ct is the memory state at time t. 

The output of LSTM is often multidimensional. 
In order to further expand the multidimension-
al output into one dimension and facilitate bet-
ter feature extraction, Flatten and Dense layers 
were added after the LSTM layer. The specific 
calculation is given in formula (11).

( ) . ( 1)flatten x x reshape
y Wx b

= −
 = +             

(11)

Here, x represents a multidimensional array, 
and reshape(-1) represents converting the mul-
tidimensional array into a one-dimensional ar-
ray. y is the output, w is the weight matrix, x is 
the input matrix, and b is the bias vector. The 
improved CNN and LSTM ultimately form a 
structure as shown in Figure 6.
Figure 6 shows the optimized network struc-
ture fused with CNN-LSTM. From the figure, 
1D-CNN is selected in the CNN layer, and BN 
layer, Dropout layer, and matching MaxPool 
1D layer are added. After the LSTM layer, Flat-
ten layer and Dense layer ensue. The former 
is used to flatten multidimensional input data, 
while the latter is used for further classification 
processing. The combination of the optimized 
CNN-LSTM network and the FL-based pow-
er grid intrusion detection model can achieve 
an overall improvement in the capability of the 
original model.

Figure 6. CNN-LSTM optimization network structure diagram.
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4. Results and Discussion

4.1. Performance Analysis Based on 
Power Grid Intrusion Detection Model

The study selected the classic smart grid in-
trusion detection dataset KDD Cup 99 as the 
experimental research data. Before conducting 
formal testing, the original KDD Cup 99 data-
set was cleaned, and various kinds of data in 
the dataset were appropriately manipulated and 
processed according to experimental needs. Af-
ter processing, there were an overall 120,000 

data samples in the training set and 21,000 data 
samples in the testing set. The laboratory set-
ting used the Windows 10 operating system and 
Python 3.7 as the development language. The 
study used a comparative method to include 
intrusion detection models based solely on FL 
and CNN-LSTM as comparison models and 
named them FL model and CNN-LSTM mod-
el, respectively. The model proposed by the re-
search institute is named FL-CNN-LSTM, and 
the main parameters, parameter values, and the 
role of parameter selection of the model are 
shown in Table 1.

Table 1. Parameter Settings of the Model.

Layer Output Shape Param Function

Conv1D 1*122*48 192 Extract features from input data

Batch normalization 1*122*48 192
Accelerate the training process, 

improve model stability, and reduce 
dependence on initialization

Dropout 1*122*48 0

By randomly discarding some neurons 
in the network, overfitting can be pre-
vented and the generalization ability of 

the model can be improved

MaxPooling1D 1*61*48 0
Reduce feature dimensionality, decrease 

computational complexity, while pre-
serving the most important features

Conv1D 1*61*40 10656 Consistent with the previous statement

Batch normalization 1*61*40 160 Consistent with the previous statement

Dropout 1*61*40 0 Consistent with the previous statement

MaxPooling1D 1*30*40 0 Consistent with the previous statement

LSTM
1*30*40 15200

Process sequence data and capture 
long-term dependencies

1*30*20 6240

Flatten 1*600 0
Flatten multidimensional inputs into 

one dimension for input into fully con-
nected layers

Dense
1*32 19200 Map features to output space

1*10 330 Generate the final prediction result
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cy of the CNN-LSTM model was the lowest, 
at 86.4%. Figure 7 (b) shows the precision of 
the three models. The results of precision and 
accuracy had similar performance. The order of 
model performance from poor to excellent was 
CNN-LSTM model, FL model, and FL-CNN-
LSTM model. The specific values of precision 
were 82.3%, 89.5%, and 97.7%, respectively. 
From the scores of accuracy and precision, the 
FL-CNN-LSTM model performed better in 
smart grid intrusion detection. The specific re-
sults of recall rate and F1 value indicators are 
shown in Figure 8.

Based on this, the complexity analysis results 
of the model are shown in Table 2.
Accuracy, precision, recall, and F1 value were 
selected as assessment metrics. The accuracy 
and precision results of the model are shown in 
Figure 7.
Figure 7 indicates the accuracy and precision 
performance of three models in smart grid intru-
sion detection. Figure 7 (a) shows the accuracy 
of the model. In comparison with the others, the 
FL-CNN-LSTM model had the highest accura-
cy, which was 97.3%. Next was the FL model, 
with the accuracy value of 90.1%. The accura-

Table 2. Complexity Analysis of the Model.

Layer type Time complexity (big O notation) Notes

Conv1D O(L×K×Cin×Cout)

L: Input sequence length,  
K: Convolutional kernel size,  

Cin: Number of input channels,  
Cout: Number of output channels

BN O(L×Cout) Batch normalization is usually the same as 
the output dimension of convolutional layers

Dropout O(L×Cout) Same output dimension as the convolutional 
layer

MaxPooling1D O(L×Cout)
The output of the pooling layer is usually less 

than or equal to the output of the  
convolutional layer

Conv1D O(L′×K′×Cout′×Cout′′)

L′: The length of the pooled sequence,  
K′: The size of the new convolution kernel,  

Cout': Number of old output channels,  
Cout'': Number of new output channels

BN O(L′×Cout′′) Consistent with the previous statement

Dropout O(L′×Cout′′) Consistent with the previous statement

MaxPooling1D O(L′′×Cout′′) L′′: Final pooled sequence length

LSTM O(L′′×(Hin×Hout+Hout2)) Hin: Input the number of features,  
Hout: Number of hidden units in LSTM

Flatten O(L′′′×Hout) L'': LSTM output sequence length

Dense O((L′′′×Hout)×M) M: Output the number of units (such as the 
number of categories in a classification task)

Federal Learning  
Communications O(R×n×P)

R: Communication epochs,  
n: Number of clients,  

P: Number of model parameters
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Figure 8 indicates the recall and F1 value of three 
models in smart grid intrusion detection. Figure 
8 (a) indicates the recall of the model. The recall 
of the CNN-LSTM model was 78.2%, the recall 
of the FL model was 82.7%, and the recall of 
the FL-CNN-LSTM model was 90.8%. Alter-
natively, the FL-CNN-LSTM model had the 
highest recall rate. Figure 8 (b) indicates the F1 
value of the model. Consistent with the recall 
results of the model, the FL-CNN-LSTM mod-
el still had the highest F1 value compared to the 
other two models, specifically 91.1%. Next was 
the FL model, accounting for 88.1%, while the 
CNN-LSTM model had a relatively low score 
of 78.8%. Overall, the FL-CNN-LSTM model 
performed better in smart grid intrusion detec-

tion. In addition, the experiment further tested 
the loss rate and communication efficiency of 
each model, as shown in Figure 9.
Figure 9 shows the iteration rounds and com-
munication efficacy of three models in smart 
grid intrusion detection. Figure 9 (a) indicates 
the loss rate of the model. The CNN-LSTM 
model took nearly 30 rounds to converge, and 
the loss value during convergence was about 
0.13. The FL model needed nearly 25 rounds 
to reach convergence, and the loss value during 
convergence was about 0.08. By comparison, 
the FL-CNN-LSTM model achieved conver-
gence in the least number of epochs, only re-
quiring about 15 epochs, and had the lowest 

Figure 8. The recall and F1 value of the models.

Figure 7. Accuracy and precision of each model.
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loss value during convergence, approximately 
0.02. Figure 9 (b) indicates the communication 
efficiency of the model. The communication ef-
ficiency of the CNN-LSTM model was about 
84.6%, which was lower than 89.3% of the FL 
model. In comparison with the others, the FL-
CNN-LSTM model had the highest communi-
cation efficiency of 93.9%. In order to further 
highlight the performance of the model, other 
models of different types were used for perfor-
mance comparison, and the results are shown 
in Table 3.

Table 3 shows the performance of other com-
parative models that are not very similar to the 
research model. Based on the comprehensive 
performance of the above research models, the 
performance of the proposed model is still the 
best compared to these four models. Consid-
ering that ablation experiments can be used to 
demonstrate the contributions of various com-
ponents in the research model, further ablation 
experiments were conducted, and the results are 
shown in Table 4.

Figure 9. Loss rate and communication efficacy of the model.

Table 3. Performance comparison of the models.

Medel F1 Recall Accuracy

CNN-BiLSTM 82.5% 88.3% 89.7%

PSO-BiLSTM 82.7% 88.7% 90.1%

fl-AMI 82.4% 88.1% 89.4%

RFECV-VAE 82.8% 87.9% 89.3%

DNSAE-RF 83.1% 88.6% 89.1%
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Table 4 shows the results of the ablation exper-
iment. From the table, it can be seen that there 
is not much difference in performance between 
the LSTM model and the CNN model alone, 
but the overall performance of the model quick-
ly improved after combining CNN with LSTM. 
After adding FL to the CNN-LSTM compo-
nent, the performance of the model continued 
to improve. Overall, the capability of the smart 
grid intrusion detection model based on FL-
CNN-LSTM was better.

4.2. Case Analysis Based on Power Grid 
Intrusion Detection Model

The above experiment only tested the compre-
hensive capabilities of the model. To gain a 
deeper understanding of the raised model's ca-
pability in real-world intrusion detection, case 
validation was carried out. The dataset obtained 
based on KDD Cup 99 cleaning contains two 
classic attack types, Dos and Probe. The experi-
ment evaluated the intrusion detection errors of 
the three models separately, and the results are 
shown in Figure 10.

Table 4. Results of the ablation experiment.

Model  
configuration ROC-AUC (%) MAE MSE Training Time (min)

LSTM 85 0.23 0.11 113

CNN 87 0.22 0.13 110

CNN-LSTM 90 0.18 0.08 120

FL-CNN-LSTM 96 0.12 0.04 150

Figure 10. Intrusion detection errors of various models in response to different types of attacks.
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Figure 10 shows the intrusion detection error 
performance of three models in response to Dos 
and Probe attacks, respectively. Figure 10 (a) 
shows the intrusion detection error of the model 
in response to Dos attacks. According to obser-
vation, the initial error of the CNN-LSTM mod-
el was the highest, about 18.2%, before the start 
of iteration, and its intrusion detection error rate 
was about 3.2% in the later stage of iteration. 
Next was the FL model, which had an error rate 
of about 17.4% at the beginning of iterations. As 
the iterations progressed, its intrusion detection 
error rate dropped to around 2.8%. In contrast, 
the FL-CNN-LSTM model had lower intrusion 
detection errors than the other two models in 
both the early and late stages of iterations, with 
an intrusion detection error rate of 12.3% in the 
early stages and 0.7% in the late stages. Fig-
ure 10 (b) shows the intrusion detection error of 
the model in response to Probe attacks. Similar 
to Dos attacks, in the early stages of iterations, 
the error rate of the FL-CNN-LSTM model 
was still the lowest among the three models, 
about 11.8%. As the iteration progresses, the 
error rate began to decrease, dropping to 0.6%. 
These results indicate that the FL-CNN-LSTM 
model has significant advantages in detecting 
the classic Dos and Probe attacks. Its low ini-
tial error rate and fast error reduction speed not 
only demonstrate the effectiveness of the mod-
el in handling imbalanced data and improving 
detection performance but also demonstrate 
the potential of federated learning in enhancing 

model generalization ability and adaptability. 
In addition, the fast convergence characteristics 
of the FL-CNN-LSTM model mean that it can 
achieve high performance levels in fewer iter-
ations, which is an important advantage for re-
al-time power grid intrusion diagnosis systems. 
Furthermore, the experiment also examined the 
proportion of abnormal intrusion information 
in the power grid storage environment and the 
training duration of the model, as shown in Fig-
ure 11.
Figure 11 shows the storage values and training 
duration of abnormal intrusion information for 
the three models. Among them, Figure 11 (a) 
shows the numerical performance of the abnor-
mal intrusion information storage of the model, 
which can reflect the detection and processing 
ability of the power grid host to intrusion pa-
rameters. The smaller the value, the stronger the 
detection and processing ability of the model to 
intrusion parameters. From the graph, the high-
est storage capacity of the CNN-LSTM model 
was 395 MB, and the lowest storage capacity 
was approximately 321 MB. The maximum 
storage capacity of the FL model was 348 MB, 
and the minimum storage capacity was approx-
imately 304 MB. Compared to others, the FL-
CNN-LSTM model had the lowest storage ca-
pacity, with the highest storage capacity of only 
204 MB. Figure 11 (b) shows the training du-
ration of the models. Among the three models, 
the CNN-LSTM model had the longest train-
ing duration, about 95.8 seconds, followed by 

Figure 11. Storage values and training duration of abnormal intrusion information in the model.
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the FL model with a training duration of about 
68.5 seconds, and the FL-CNN-LSTM model 
had the shortest training duration, about 47.7 
seconds. In addition, the experiment further ex-
amined the cost situation of three models in in-
trusion detection of smart grids, as represented 
in Table 5.
Table 5 shows the actual operating costs of three 
power grid intrusion detection models. From 
Table 5, the study divided expenses into two 
major categories, namely operation and main-
tenance costs and other costs. There were two 
sub-costs under the operation and maintenance 
cost, namely inspection cost and maintenance 
cost. From the table, the FL-CNN-LSTM mod-
el had the lowest inspection cost, at 9,900 yuan, 
which was 6,700 yuan lower than the FL model 
and 14,100 yuan lower than the CNN-LSTM 
model. The maintenance cost was also the low-
est, at 7,600 yuan, which was 2,200 yuan lower 
than the FL model and 9,300 yuan lower than 
the CNN-LSTM model. Among other expenses, 
the FL-CNN-LSTM model only required 6,900 
yuan for power and network costs, and 6,300 
yuan for labor costs, which was much lower 
than the other two intrusion detection models. 
Overall, the FL-CNN-LSTM model could be 
effectively used for intrusion detection in smart 
grids.

4.3. Discussion

The FL-CNN-LSTM model proposed in the 
study demonstrated excellent performance in 
smart grid intrusion detection. On the basis 

Table 5. Cost situation of each model.

Model
Operation and maintenance costs Other costs

Inspection fees Maintenance cost Electricity and  
network costs Labor cost

CNN-LSTM 24,000 RMB 16,900 RMB 13,800 RMB 12,000 RMB

FL 16,600 RMB 9,800 RMB 9,250 RMB 8,900 RMB

FL-CNN-LSTM 9,900 RMB 7,600 RMB 6,900 RMB 6,300 RMB

of FL, by introducing CNN and LSTM, the 
model achieved efficient detection perfor-
mance while handling imbalanced data. Com-
pared with the FL model and traditional CNN-
LSTM model, FL-CNN-LSTM significantly 
improved accuracy, precision, recall, and F1 
value. Especially during the initial and final 
phases of iteration, the error rate of FL-CNN-
LSTM model in detecting Dos and Probe at-
tacks was much lower than other models, with 
a minimum of 0.7%, demonstrating its high 
efficiency in practical applications. In terms of 
performance optimization, the inference speed 
of the research model significantly improved 
while maintaining a high accuracy. In addition, 
the model proposed by the research achieved a 
communication efficiency of 93.9%, far high-
er than models in other studies. In cost-ben-
efit analysis, the FL-CNN-LSTM model had 
the lowest total cost expenditure, which is in 
contrast with the research results of Song et al 
[24]. Namely, the CNN-based model proposed 
by Song et al., although more accurate, was not 
as cost-effective as the FL-CNN-LSTM mod-
el. Compared with Durairaj et al.'s use of deep 
belief networks and rule-based detection tech-
niques, the FL-CNN-LSTM model performed 
better in terms of false positive rate, with an 
accuracy of over 92% and a false positive rate 
of less than 1% [25]. This indicates that, al-
though deep belief networks and rule-based 
detection techniques are effective in some 
respects, the FL-CNN-LSTM model exhib-
its superior overall capabilities. In summary, 
the FL-CNN-LSTM model not only provided 
a new perspective in theory but also demon-
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strated excellent performance and cost-effec-
tiveness in practical applications. The research 
provides an effective technical solution for the 
security protection of smart grids. Although 
this study has achieved certain results, there 
are also some limitations. Firstly, the perfor-
mance of the model on small sample data has 
not been fully validated, which may affect its 
generalization ability in practical applications. 
Secondly, the model's ability to recognize 
abnormal behavior may be affected by data 
quality and feature selection, which requires 
further research to optimize. In addition, fed-
erated learning may encounter challenges in 
data privacy and security during actual deploy-
ment, which requires more work to ensure the 
security and reliability of the model. Future 
research can be conducted in the following 
directions: firstly, exploring more advanced 
feature extraction methods and model archi-
tectures to further improve the performance 
and generalization ability of the model. Sec-
ondly, research on how to improve the learning 
ability of models in distributed environments 
while maintaining communication efficiency. 
In addition, research on how to better protect 
data privacy and how to effectively handle non 
independent and identically distributed data 
in federated learning environments. In actual 
deployment, the FL-CNN-LSTM model may 
face some challenges. For example, how to en-
sure the stability and reliability of the model in 
different devices and network environments, 
as well as how to handle heterogeneity and 
communication delays between devices. In ad-
dition, how to balance the computational and 
communication costs of the model, and how 
to reduce the demand for computing resourc-
es while ensuring model performance, are also 
issues that need to be considered. The scal-
ability analysis of the FL-CNN-LSTM model 
shows that it has good scalability potential. As 
the amount of data increases, the model can 
improve its processing power by adding more 
CNN and LSTM layers. Meanwhile, federat-
ed learning frameworks allow models to be 
trained without centralized data, providing 
convenience for handling large-scale distribut-
ed data. However, as the model size expands, it 
is also necessary to consider the computation-
al complexity and storage requirements of the 
model, as well as how to optimize the resource 
utilization efficiency of the model while en-

suring its performance. In summary, the FL-
CNN-LSTM model proposed in this study per-
forms well in power grid intrusion detection, 
but there is still room for improvement and 
optimization. Future research needs to further 
explore the limitations of the model, address 
challenges in practical deployment, and im-
prove the scalability of the model to achieve 
wider applications.

5. Conclusion

In order to address the imbalanced data in the 
smart grid and improve detection performance, 
the study proposed to use the FL algorithm and 
improve it by introducing CNN and LSTM to 
capture spatial characteristics in the grid and 
process sequential data, respectively. The FL-
CNN-LSTM smart grid intrusion detection 
model was constructed. The experiment out-
comes indicated that the overall ability of the 
raised model was substantially improved, with 
an accuracy rate of 97.3%, an accuracy rate of 
97.7%, a recall rate of 90.8%, and an F1 val-
ue of 91.1%. Compared with other models, it 
performed the best. Moreover, in comparison 
with the others, the loss rate of the proposed 
model had the lowest score and the highest 
communication efficiency. In the case analysis, 
the research model could effectively deal with 
both Dos and Probe attacks, with an intrusion 
detection error rate of only 0.7%. In addition, 
the abnormal intrusion information storage 
value and training time of the research model 
were the lowest, and the total operating cost in 
actual power grid intrusion detection was also 
the lowest. Overall, the proposed model can 
be effectively applied for intrusion detection 
in smart grids. However, although the model 
uses FL to ensure data security, with the devel-
opment of technology, it is still not ruled out 
that attackers can infer the original data through 
some kind of reverse engineering. Therefore, in 
the future, further exploration of more sophis-
ticated encryption methodologies and privacy 
safeguarding mechanisms should be conducted 
to guarantee the security of the model's updated 
information.
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